Holonomic methods in optimization, statistics, and machine
learning

Nobuki Takayama (Department of Mathematics, Kobe University)

1. What is “holonomic”?

2. Holonomic gradient method (HGM) and maximal likelihood
estimation (MLE) as a dynamical system

3. Some applications to optimization, statistics, and machine
learning
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[ Dimension in algebraic geometry ]

I : anideal of K[x] := K[x1,...,x,]. K=C
ord,x® 1= (u, o), x* 1= [}y x
Fk . @Ordl(Xo‘)Sk KXQ, 1:= (]_7 ey ].)

. . . F
Hilbert polynomial for I: H(k) = dimk £ £;.
Example: n =2, | = (x1x2).

Fi/(Fkn 1) =K+ Kxg + -+ + Kxf + Kxa + - - + Kx§ then
H(k) =2k + 1.

The degree of H(k) w.r.t k is called the dimension of /. When

V(I) is a complex manifold, it agrees with the dimension as the
complex manifold.
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(3% = (37) = 2k +1

e \

Figure: % I = (x1x0)

3/26



Weyl algebra (the ring of differential operators with
polynomial coefficients)

n=1, x=x.

D1 = K(x,0x), Oxx = x0x + 1.

| . aleftideal of D;. (1) LM €l , then L—Mel. (2)IfLel,
then ML € | for any M € D;.

Any left ideal / of D; is generated by a finite set of operators
Li,..., L. Grobner basis method works.

f : a function. Action of 0y and x to f are defined respectively as
8Xof:g—)f< and x e f = xf.

If a function f is annihilated by L3, ..., Ly, then f is annihilated by
any element of /.

Example: | = (x0x — 1,02). f = x is annihilated by /.

Any left ideal / (£ 0, D1) of Dy is called holonomic ideal.
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[ How to define “holonomic” ideal in several variable case? ]

Weyl algebra: D, = K(xi,...,Xp,01,...,0n) where x;xj = xjx;,
8iaj = 8,-8,-, 8,'Xj = Xja,' + 5,’j (0; = 8@)(’)

u,veR" ord(u,v)(xo‘aﬁ) = (u,a) + (v, 5).

Definition (I.N.Bernstein=J.Bernstein, 1972).

Fi = @ord(lyl)(xaaﬁ)gk Kx*0P. Let | be a left ideal of D,,.

H(k) = dimK%. If the degree of the polynomial H(k) is n, we
call I a holonomic ideal.

Fact: Holonomic ideal / contains ordinary differential op-
erators for all directions of the form

ZVS,'k(X)a,!(, S,'k(X) S K[X]7 i=1,...,n (1)
k=0
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Proof. K-linear map

Fi
. F K . ny Oi
p:FcNK(x, ... x a>_>Fkﬂl
The dimension of the left hand side is (k+n(f1’1)) = O(k"*1). Therefore,
p~1([0]) contains non-zero element. O

An ideal generated by ordinary differential operators may not be
holonomic. Example n=2.

| = (Ll = (Xl — X5 )81 -+ 3X17 L2 (Xf — X2 )(92 — 2X2>

(le(x¢ —x3)"1 =0). H(k)= —|— 2k? + 2 + 2. Then, [ is not a
holonomic ideal. Add 2x;0; + 3X282 + 6 to /, then it is a
holonomic ideal.

Let R, be the ring of differential operators with rational function
coefficients; Rational Weyl algebra R, = C(x)(01,...,0n). J:
generated by operators of the form (1).

Fact: R,J N D, is holonomic ideal.

Example: *X1L1 + X2L2 =2x101 +3x00> +6, p= Xl y2
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[ Holonomic ideal is a nice class ]

Theorem 1 (I.N.Bernstein, 1972")

1. The degree of the Hilbert polynomial of a left ideal | C D, of
D,, is equal to n or more than n.

2. If | is holonomic in D, then (I + x,D,) N Dp_1 (restriction
ideal) and (I + 0,Dy) N Dp—1 (integration ideal) are
holonomic in D,_1.

Fact: If a rapidly decaying function f is annihilated by a holonomic
ideal | C D, then the n — 1 variables x’ function
g(x') := [7°_f(x)dxy is annihilated by the integration ideal.

Proof. L =Ly + 0nLy € (I + 0,Dy) N Dp—1. Then

Leg(x') = / Llofdx,,—|—/ (3,,L20fdx,,:/ On(Lo e f) dx,
—00 —00

—00
= [L2 [ ] f]ciooo = D

! Analytic continuation of generalized functions with respect to a parameter,
Functional Analysis and Applications 6, 26-40
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History

1. Mikio Sato: founder of algebraic anallysis. 1960’s — 1990's.

2. M.Kashiwara, T.Kawai, J.Bernstein, Z.Mebkout, ... : the
theory of D-modules, regular holonomic systems, ...
Applications to algebraic geometry, representation theory, ...
1970’'s — the present.

3. D.Zeilberger, ... : holonomic method to prove and derive
identities. 1990's — the present.

4. T.0aku, N.T, U.Walther, ... : computational D-module
theory. 1990's—2000's.

5. T.Sei, A.Takemura, T.Koyama, N.T., ... : holonomic gradient
method (HGM) and holonomic gradient descent, 2010's —
the present.

8/26



[ Holonomic distribution ]

Definition: Let f be a distribution. If f is annihilated by a
holonomic ideal, then f is called a holonomic distribution. If f is a
classical function, f is called a holonomic function. Roughly
speaking?,
1. A definite integral of a holonomic distribution is a holonomic
distribution.

2. The sum, product (if it can be defined), derivatives of
holonomic distributions are holonomic.

Example: n=1, x=x1. Y(x)=1(x>0),Y(x) =0 (x <0) be

the Heaviside function. x0, ¢ Y = 0. Then (x0x — 1) @ xY(x) = 0.

The function o(x) = xY'(x) is called ReLU (rectified linear unit) in
machine learning.

g(a, b, c) = [ exp(—au? — 2buv — cv?)o(u)o(v)dudv is a
holonomic function w.r.t. a, b, c.

2
e.g.,
https://www.math.kobe-u.ac.jp/HOME/taka/ascm2003~-paper .pdf
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Exercise: Which are holonomic distributions?

0.

© N o o

exp(f(xi,...,xn)) where f is a rational function,
sin(x).

exp(x1 cos(t) + xz sin(t))

<~ [Hint] Use Th: Any solution of the ordinary differential
equation (am(x)0™ + -+ ap(x)) e f =0, a; € C[x], is
holomorphic out of the singular locus {x | am(x) = 0}.

m (sigmoid function).

[(x), [Hint] T(x) has poles at x = —n, n € N.
x? where a is a constant,

],

S exp(—xt® — t)dt, x > 0.

Todo, function graph.
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2. Holonomic gradient method (HGM) and maximal likeli-
hood estimation (MLE) as a dynamical system

Let / be a holonomic ideal in D,, which annihilates a holonomic
function f. Then R,/ is a zero dimensional ideal in R,,.

r = dimg () RR—:, is called a holonomic rank. si,...,s, : basis of
,-57”,. Put F=(spef,...,s @ f)T. F satisfies Pfaffian equations:
oF
— = Pi(x)F 2
o = P @

where P; is a r x r matrix with rational function entries 3.

HGM to evalute Z(x") = [, f(x)dxmy1 - - - dx, for holonomic
f

(1) Compute the integration ideal (2) Derive Pfaffian equations.
(3a) Evaluate a value of F at a relevant point. (3b) Extend the

Pfaffian equations.
3P; can be constructed by Grobner basis.
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[ Maximal likelihood estimation (MLE) ]

Example: unnormalized Von-Mises distribution on St 3 x:
u(f, x) = exp(61 cos x + 0, sin x).
(Holonomic) normalizing constant is

2m
Z(0) = / exp(6f1 cos x + 0 sin x)dx
0

F=(Z,002)7, 0; = 0/00;. Pfaffian system is

OF 0 1

a7 = 02 03—6? F =:PF
%1 e GETA)

OF 0 0,/0

— = 6.6 34921 F=:PF
90, 07+63  62+03

Fisher's MLE. X; is observed data. Find 8 which maximizes the
likelihood

00; X)=T]

i=1 2(0) 12/26



Let f = log ¢(0; X) be the log likelihood. The gradient descent
updates 6 = (61,602) by (new 0) = 0 + aVyf. Then*,

“ VQU V@Fl
— —n

0 =Vof =
VQ u Fl

i=1
From the chain rule and the Pfaffian equations,

Fi = él(PlF),' + gg(PgF),‘

N

61 = =) cos(X;) /\/m (3)
i=1 Fi
N

6 = =3 sin(x;) - ritelal (4)
Pt F1

< N (P1F>1> ( U (PzF)l)

F = D cos(X;) — N (PLF); + | D sin(X) — N (PoF); (5)

i=1 1 i=1

i=1,2.

*U.Helmke, J.Moore, Optimization and Dynamical Systems, 1994
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[ MLE for Von-Mises distribution ]

North+

T T
Wes 0 East

South

Figure: Wind direction at 10,000 meters above Sapporo, AM 9,
2011/1/1-2011/1/14 (1/11 missing)

maxargy H,lil u(ze(’e);’) where X; is the direction in the figure.
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Vector field of (3), (4), (5)
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Figure: Vector field on (61,62) space
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[ MLE for Von-Mises distribution ]

Solving (3), (4), (5),
by the initial value (; F) = (—1.62, —0.1;9.82246, —6.12855), we
have 6 = (61, 6,) = (—0.1038, —1.6228).

Figure: Wind direction
distribution estimated by MLE Figure: 6(t)
1626



Maximal likelihood estimation (MLE) as a dynamical system

Theorem 2

If an unnormalized distribution u(6, x) is a holonomic distribution®,

then MLE w.r.t u(0, x) and data in x space can be described by a
dynamical system.

®and [, u(f, x)dx satisfies the integration ideal, u is smooth on a data x
space and a parameter # space
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3. Some applications of HGM

https://www.math.kobe-u.ac.jp/0OpenXM/Math/hgm/ref-hgm.html

1. Finding the integration ideal
(I + Om41Dn+ -+ -+ 9,Dy) N Dy by hand (theoretical
consideration) or by a new efficient algorithm.

2. Numerical algorithms to solve an ordinary differential
equations (of huge size)®.

®https://arxiv.org/abs/2111.10947
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Fisher-Bigham distribution (D Von-Mises distributuion)

1 d+1 :
oy P (leiSSdH xjtiti + > y,-t,-) |dt| where Z is the
normalizing constant

d+1
Z(x,y,r) :/ exp Z x,-jt,'tj—i—Zy;t; |dt]. (6)
s4(r) 1<i<j<d+1 i—1

e H.Nakayama et al, Holonomic Gradient Descent and its
Application to Fisher-Bingham Integral (2011)".

o A.Kume, T.Sei, On the exact maximum likelihood inference of
Fisher—Bingham distributions using an adjusted holonomic gradient
method (2018)8

e S.Matsui, Finding initial values for MLE of the Fisher-Bingham
distribution by a neural network (Kobe Univ. master thesis), 2024.

"https://doi.org/10.1016/j.aam.2011.03.001

8https ://doi.org/10.1007/s11222-017-9765-3
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[ Wishart distribution ]

Let X; be a random column vector whose distribution is the
m-dimensional multivariate normal (or Gaussian) distribution with mean
vector 0 and covariance matrix £. X = (Xi,...,X,).

Theorem 3 (Constantine (1963))

Let ¢1 be the maximal eigenvalue of W = XXT. Then the
probability that {1 is smaller than x is

1 1
P[gl < X] - Cexp (—gTrzfl) X%nmlFl <m+ n—+ m+ XZ )

2 2
(7)

Here,

rm m c—a—(m
1Fi(aic Y) = (b) 3 / exp(Tr XY)| X |7~ (mtD/2| ) x|ema=(miD/2 gx
<X<Im

Mm(a)lm(c—a) Jo
(8)
is a holonomic function.
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e oW o =

<

WishartHGM

#install.packages("hgm")
library("hgm")
hgm.pwishart (m=3,n=5,beta=c(1,2,3),9=3)
[1] 3.0242949 0.5247871 ... # it means P(ell<3.024)=0.524
plot (hgm.pwishart (m=3,n=5,beta=c(1,2,3),q=10,autoplot=1))

Figure: A graph of P(¢; < x)

e Holonomic gradient method for the distribution function of the largest root
of a Wishart matrix (2013)°

e H.Hashiguchi et al, Distribution of Ratio of two Wishart Matrices and
Evaluation of Cumulative Probability by Holonomic Gradient Method (2018)*,

https://dx.doi.org/10.1016/j. jmva.2013.03.011
Ohttps://doi.org/10.1016/5 . jmva.2018.01.002
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Neural tangent kernel

F(6,x) : R% 2T R % Rt AN Re: % R, ...y R,
“am”’s are affine maps with parameter 0. o is an activation.
Theorem 4 (Jacot et al 2018'!)

When width d; of neural network (NN) goes to oo, the neural
tangent kernel (NTK) <af 9x)7 af(géxl)> converges to ©(x, x') in
probability w.r.t. 0.

Yhttps://arxiv.org/abs/1806.07572
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f(X) ~ (@(X7X1)7 @(X7X2)’ ERE) e(X7XN))(H*)71(y17Y27 e 7)/N)(T')
9

H* = (©(xi, xj)) where x; is input and y; is output. Definition of
©:

YO (x,x") = xTx, (10)
, Y(=D(x, x Y (h—1)(x,

A(h)(X’X ) = ( (h—1 ((XI7X)) s (h—1 ((X/, ))) (11)

Y0 (x,x") = coEgyvyonmormylo(u)a(v)] (12)

S (x, x') = o Euyononmy 6 (u)5(v)] (13)
L+1 L+1

O(x,x") =0W(x,x') = Z (Z(h_l)(x,x') H >(x, x’)) (14)
h=1 h'=h
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[ Dual activation ]

E(uynioamlo(u)o(v)] (dual activation of o)

Elo(u)o(v)] = /R o) (v) explxiru? + 2xazuv -+ xp2v2)dludv

\/det(x) /\(h) N _1 71'

Etuvy~noam o ()o(v)] = Elo(w)o(v)]F——=, =X

e RelU (rectified linear unit)*?: o(u) = uY(u).
e GelLU (Gaussian error linear unit): o(u) = % (1 + erf (%))

Evaluation of the dual holonomic activation can be per-
fomed by a HGM type algorithm.

A.Sakoda, N.Takayama, An Application of the Holonomic Gradient

Method to the Neural Tangent Kernel, 202413,
Phttps://en.wikipedia.org/wiki/Activation_function
Bhttp://arxiv.org/abs/2410.23626
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Our algorithm ulitizes holonomic system for the expectation w.r.t.
Gaussian distribution by T.Koyama and A.Takemural* and the
restriction algorithm of T.Oaku®®.

Example: o(u) = Y(u)sin(u). Interpolation by NTK © of sin(7x)
with values at 15 points.

— closed
—— hgm(all at once)

d
—— monte_carlo

-1.00 -0.75 -050 -025 000 025 050 075 1.00

“https://doi.org/10.1007/s13160-015-0166-8, Calculation of Orthant
Probabilities by the Holonomic Gradient Method (2015)
Bhttps://doi.org/10.1006/aama.1997.0527 Algorithms for b-function,

restrictions, and algebraic local cohomology groups (1997).
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[ Summary ]

1. Holonomic functions or distributions are nice class of
functions.

2. We can apply algebra and computer algebra to evaluate them
(HGM).

3. MLE with respect to a holonomic unnormalized distribution
can be described by a dynamical system.

4. HGM is applied to optimization, statistics, neural tangent
kernel, physics, ...
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