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Let A= (a;) be a d x n matrix (a; € Z). We denote by a; € Z¢
the j-th column vector of A. We assume that there exists a row i
such that a;j > 0. For 8 € NgA = Nga; + - -- + Noa,, the
polynomial

ZaBix)= Y. %: > %f], (1)

Au=p,ueNg Au=p,ueNg

is called the A-hypergeometric polynomial [6].

P(U=u) = XU—T/ZA(/B;X) is a probability distributioin on Au = f
with a parameter vector x.

Goal: Exact numerical evaluation of the polynomial Zs(; x) and
its derivatives.

This problem is fundamental and has a lot of applications, e.g.,
E[U] = x%%/Z.
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Za(B; x) = X1|§6|)1Q|12F1( 12,-11,26;y),y = {5¢

Xx2x3 "
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The polynomial Z,4 satisfies the A-hypergeometric system
(Gel'fand-Kapranov-Zelevinsky hypergeometric system): a; spans
Z9. c1,...,cq: indeterminates.

D[C] = C[Cl7 .. .,Cd]<X17 ce ,x,,,al, NN ,6,,)

where 0;x; = x;0; + 0j;. Halc] is the left ideal in D[c] generated by

M a0 —ci=E—c,  (i=1,....d) )
Jj=1

[1o7 119" (3)
i=1 j=1

( u,v runs over all u, v € Nj satisfying Au = Av.)

The ideal generated by (3) is /4 (the affine toric ideal). For

B € NgA, the left ideal (generated by ) Ha[5] (in D), which is
called the A-hypergeometric system Ha(/3), annihilates the
polynomial Za(5; x).
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Contiguity relation/Recurrence relation

Oi @ ZA(B; x) = Za(B — aii x)

(the contiguity relation)

Numerical evaluation of hypergeometric polynomial becomes hard
problem when dim Ker A and the rank of Ha(/3) increase and 3
becomes larger.

Example:

)k (b)) & 1 1
Fc(a, b, A=
@b keNnHk'Hc, o A~ (e £ )

where (a)m =a(a+1)---(a+m—1) and |k| = ki + -+ + k.
n=4,a=-179—- N, b=-139 — N, ¢ = (37,23,13,31),
= (31/64,357/800, 51/320, 87,/160)
N ‘ Evaluating series ‘ method of Macaulay type matrix
0 6822s (1.89 hour) 61399s (about 17 hours)

100 | 138640s (1 day and about 14.5 h) | 73126s(about 20.3 hours)
200 | More than 2 days 84562s (about 23.5 hours)
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N=200
A=[[1,0,0,1,0,1,0,1,0,1],[0,1,0,1,0,1,0,1,0,1], [0,0,1,-1,0,0,0,0,0,01, [0,0,0,0,1,-1,0,0,0,01, [0,0,0,0,0,0
Beta=[4562,412,-37,-23,-13,31]

at ([x1,x2,x3,x4,x5,x6,x7,x8,x9,x10]1=[140/411,40/137,25/822,31/411,14/411,17/274,17/822,5/137,10/137,29/8
oohg_native=0, oohg_curl=1
EV([x3]1)=[48401824047172895382220332055338065321948101264386648720104327220455411642733594253492395373436'
863656998391689243859475296234352137555517730222159221047221525046528456147511166276227650243450974228077:
305750092193523229313167685161576286201466399466487213469381535663734384193880974741829514261324096233334
3442753508220352031310549167268194351651787783256389866000027699548897905993488167196392728277735383730885
/194422284984251555304384242912588859511600655333063789436840056072076800834495255696040312940357668265841
206368590575510231394395404443601780545808586417609373178438189812637405870280353563181965119049387640350
941772514489533194749781746840208705674606008876031734288671532476200701856516011956451597268538379935874
320906272014298259515698562808086396098869061102204255115706387649155785914644280004302208683409377394435.
9573932056327206030262721912023810463723569352286063413912998077871191506911]

Time=84562.4

N ‘ Evaluating of series ‘ method of Macaulay type matrix
0 6822s (1.89 hour) 61399s (about 17 hours)

100 | 138640s (1 day and about 14.5 h) | 73126s(about 20.3 hours)

200 | More than 2 days 84562s (about 23.5 hours)

Intel Xeon E5-4650 (2.7GHz) with 256G memory, the computer algebra system
Risa/Asir (20140528).
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Method: the holonomic gradient method (HGM) consisting of 3
steps.
The method of Macaulay type matrix is a variation of the HGM.
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Step 1. (Find a holonomic system for an integral or a sum.) Derive
a Pfaffian system for the holonomic system Ha[c].

R, = C(c,x)(01,...,0n). (4)

R,Ha[c] is a zero dimensional ideal in R,. G : a Grébner basis of
the ideal. {s;,...,s,} : the set of the standard monomials for G. r
: the rank of Halc] (See [1] as to the rank of Ha(3).)
S =(s1,...,5)" : the column vector of the standard monomials.
The matrix P; satisfying 9;S = Pi(c,x)S mod R,Halc] can be
obtained by the normal form computation of 0;s; by G. Y : a
column vector of r unknown functions r.

a,-.yzg::/a,-y (5)
is called the Pfaffian system. Y(B;x) = (s; ® Za,...,s, ® Za)"
satisfies (5). From the contiguity relation, we have

Y(B = aiix) = Pi(B,x)Y (8 x) (6)
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Y(8 — ai;x) = Pi(B,x)Y(8; x)

Example (2 X 2 contingency table) :

1 —B —Xp
Y(B—a)= o < B3B3 BoxpatByoxs ) Y(B;x), D=x1x4 —x2x3,B=pP1— B2~ B3
1 05

D

Step 2. Evaluate Y(8'; x) for a small 5’ by evaluating the
hypergeometric polynonomial and its derivatives.

Step 3. Extend the value of Y by applying the following relation
repeatedly

Y(8":x) = Pi(B",x) TV (8" — aiix) ()

along a suitable path from 3’ to .
Difficulties of the “generic” or “general” HGM above are

@ Computation of the Grobner basis of R,Ha[c] and normal forms is hard.
For example, the normal form algorithm stops with a memory exhaustion
in our example.

@ We need to find a suitable path from 8’ to 3. The denominator of the
matrix P; might be zero for a B on the path and the matrix P; might
not have the inverse for a 5" on the path.
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Solution to the difficulty 2.

A basis S of R,/(R,Ha[c]) as a vector space over C(c, x) is called
a good basis for NgA when the following two conditions are
satisfied.

@ The singularity polynomial for the Pfaffian system does not
contain the variables ¢;'s.

@ Sis a basis of R'/R'Ha(B), R' = C(x){01,...,0,) for all
B € NoA.

Theorem (Ohara-T [4])

When A is normal and S is a good basis, then the matrix
Pi(8 + aj; x) has the inverse for (3 satisfying 8 — > uja; € NoA for
all 0¥ € S and for any x out of a measure zero set.
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Solution to the difficulty 1.
1-a: A basis S is determined by the following theorem.

Theorem (Hibi-Nishiyama-T [2])

Let w € Z" be a generic weight vector for the affine toric ideal |5
such that deginy, (la) = degla. Let uy,...,u, be a monomial basis
of R,/(RnJ) where the left ideal J is generated by in,,(/a) and
Ei—ci,i=1,...,d in R,. Then, {u;} is a basis of R,/(RnHa[c]).

1-b: Use of Macaulay type matrix [3], which is a generalization of
the SyIVester MatriX. We construct the Macaulay type matrix Fr from the generators of the ideal
RnHalc] and the basis S up to the degree T. We simplify the matrix F by a Grobner basis of the toric ideal /4
and construct a simplifed matrix F-;—. Note that we no longer need non-commutative multiplication to construct
the Pfaffian system P;(c; x) from F’T. We specialize the parameter ¢ to the vector of natural numbers 3’/ and the
variable x to the evaluation point £ and construct the Pfaffian system P,-(,B”; &) by computing the echelon form of

!
Fi.
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Theorem (Ohara-T [4])

@ When T is sufficiently large, the reduced row echelon form of
F' = F} contains the Pfaffian operator d;s — Y, c;t if O;s
is irreducible by the Grobner basis of I4.

@ Let f be a solution of Ha(c). The numerical value (0;s) o f at
a generic point x = £ € Q", ¢ = " € Q9, can be obtained
from the numerical values of se f, s € S at a point

x =&, ¢c =" by computing the reduced row echelon form of
the numerical matrix F'|—¢ c—p».

The Macaulay type algorithm is implemented in the package
ot_hgm ahg.rr for Risa/Asir.

Note: For the two way contingency tables, a construction of
Pfaffian systems by utilyzing twisted cohomology groups is studied
by Y.Goto and K.Matsumoto. See [5] and its references for the
case of 2 X m contingency tables.
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Example: Consider the A-hypergeometric ideal generated by

x101 + X202 + x303 + x404 — c1, %02 + x404 — 2, x303 + x404 — c3,
8,83 — 910.

For the graded reverse lexicographic order such that 91 > 8, > 83 > 04, the basis by the algorithm [2] is
S = {1, 84}. Put the degree T = 1. We multiply the monomials in Ny = {1, 81, 82, 93, 94} to the generators.
The table below is the result of the multiplication where the index ijip - - - im in the top row stands for the

monomial [T/, 8,-k and the index 0 denotes the monomial 1.

:1212.6103(Hibi-Nishi o Bases and Holonomic Gradient Method Evaluation



M’ M, | M’ S
11 12 13 14 22 23 24 33 34 44 1 2 3 4 0
X1 X2 X3 X4 —c
X1 X X3 X4 1—¢
X1 X X3 X4 1—qc
X1 X X3 X4 1—¢
X1 X2 X3 X4 1—¢
77777777777 T T T T T T T T T T T T T g T T T T T T e
X2 X4 —Q
X X4 1—0o
X X4 —c
X2 X4 1—co
77777777777 R R T
X3 X4 -
X3 X4 —c3
X3 X4 1—c
X3 X4 1—c3
- - - """ -""rr{1rT--"-7=-""""""="=""=""="="=""=—"=—"=—"="=-"©r-~"“—"=7==°
and
M;\ M’ M, M;\ M’ M,
114 123 124 134 144 | 223 233 234
-1 1
-1 1
-1 1
-1 1
We put
My = {23,114,123,124,134, 144, 223, 233,234}
M = {1,2,3,11,12,13, 14, 22, 24, 33, 34, 44}.

Note that My = M, U (M; \ M’) in the proof. The join of the two tables is the matrix F and M = My U M’.
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Let us use the order of indices such that My > M’ > S. Apply the Gaussian elimination with this order to the
first table. We eliminate elements of the column standing for the index 23 by the last row and then remove the last
row. Then, we obtain the following matrix which agrees with the matrix F;-, (T = 1) in the algorithm.

11 12 13 14 22 | 23 | 24 33 34 44 1 2 3 4 0
X1 X2 X3 X4 —c
X1 X2 X3 X4 1—¢q
x1 —Xx3 X2 X4 1—¢
X1 —Xxo X3 X4 1—q
X1 X2 X3 X4 1—¢
77777777777 T~~~ 7T T T T T T T T T T T T e
X2 Xg —Q
X2 X4 1—0o
—Xxo Xa —o
x2 X4 1-o
77777777777 N T
X3 Xg —a
—Xx3 X4 -3
X3 X4 l1—oc3
X3 X4 1—c3

We can see, by a calculation, that this matrix can be transformed into the reduced row echelon form whose rank is

12. The reduced row echelon form contains the Pfaffian operators.
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