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Abstract

We prove the existence of secondary terms of order X3/4, with power saving error terms, in
the counting functions of |Sel2(E)|, the 2-Selmer group of E, for elliptic curves E having height
bounded by X. This is the first improvement on the error term of o(X5/6), proved in [14], where
the primary term of order X5/6 for this counting function was obtained.
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1 Introduction

The Poonen–Rains heuristics [37] predict the distribution of the p-Selmer groups of elliptic curves
over Q, for all primes p. These heuristics are supported by works of Bhargava and the first named
author [14, 15, 13], where it is proven that when the set of all elliptic curves over Q is ordered by
height, the average size of the p-Selmer groups is p+ 1 for p = 2, 3, and 5. On the computational
side, Balakrishnan–Ho–Kaplan–Spicer–Stein–Weigandt [3] collect and analyze data on ranks, 2-
Selmer groups, and other arithmetic invariants of elliptic curves when they are ordered by height.
They find a persistently smaller average size of the 2-Selmer group in the data. This is despite
the fact that the average rank appears bigger in the data than its predicted value of 0.5. This
discrepancy between the Goldfeld [29] and Katz–Sarnak [34] prediction of the average rank and the
data was observed, for families of quadratic twists of an elliptic curve, and the family of all elliptic
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curves ordered by conductor, in [4]. Thus it is natural to ask whether there exists a secondary term
in the counting function of |Sel2(E)|, which explains the discrepancy between the data and and the
theory.

Our main result proves the existence of a secondary term in this counting function. More
precisely, let E denote the family of all elliptic curves over Q. Every elliptic curve in E can be
uniquely represented in the form EAB : y2 = x3 + Ax + B, where A and B are integers such that
p4 | A implies that p6 ∤ B for all primes p. We define the height H(EAB) := max{4|A|3, 27B2}, and
for a real number X, define the set

E±
X :=

{
E ∈ E : H(E) < X, ±∆(E) > 0

}
,

where ∆(E) is the discriminant of E. Then we prove the following result.

Theorem 1 With notation as above, we have∑
E∈E±

X

|Sel2(E)| = 3 ·
∑

E∈E±
X

1 + C(E)±X3/4 +Oϵ(X3/4−α+ϵ),

for constants C(E)± and some α > 0. (More precisely, we show that we can take α to be 1/3804.)

Since the size of E±
X grows like c±X5/6 +O(X1/2) for positive constants c±, the above result recovers

a secondary term with a power saving error term for the sum of |Sel2(E)| over elliptic curves E
ordered by height. In fact, this result is the first instance of a power saving error term obtained for
the counting function of the 2-Selmer groups of elliptic curves.

We express the constants C± in Theorem 1 as the limit of the values at s = 1/2 of certain
Dirichlet series’ which converges absolutely only to the right of Re(s) = 1. We prove that these
Dirichlet series’ have a holomorphic continuation to the right of ℜ(s) = 1/3 except for a simple
pole at s = 1 (in particular, their values at s = 1/2 are well defined!), and that the limit of these
values at s = 1/2 exists. However, we are not yet able to find closed form formulas for C±, or
numerically evaluate them, leaving this investigation to future work.

There has been, in arithmetic statistics and analytic number theory, a long history of study-
ing lower order terms [40, 44, 45, 38, 16, 46, 26, 25, 19, 17]. This is because, beyond their own
inherent interest, proving the existence of secondary terms have a number of consequences. First,
the implied improvement in the size of the error terms have many applications, for example to
the study of associated families of L-functions (see for example [20, 42]). Next, understanding
secondary terms is necessary for providing numerical evidence to support conjectures, since these
secondary terms have a significant contribution in the height range in which we are able to perform
computations. (For example, even in the height range H(E) ∼ 1012, the secondary term of X3/4

is within a factor of 10 of the primary term of X5/6.) Finally, secondary terms are of considerable
theoretical interest. In the function field case for instance, primary terms are obtained via proving
homological stability results. In [30, Problem 5], Venkatesh poses the question of what the topo-
logical significance of secondary terms are, and it is speculated in [6] that secondary terms might
be related to secondary homological stability in the sense of [27].

As in [14], Theorem 1 is proven by exploiting the connection between the 2-Selmer groups
of elliptic curves, and GL2(Z)-orbits on V (Z) = Sym4(Z2), the set of irreducible integral binary
quartic forms. The action of GL2(Z) on the set of integral binary cubic forms has been extensively
studied. The symmetric cubed representation of GL2(Q) is prehomogeneous, i.e., the action over
Q has a Zariski open orbit. As a consequence, the ring of polynomial invariants for the action of
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GL2(Z) on integral binary cubic forms is generated by a single element, namely the discriminant.
A famous result of Davenport [23] develops and uses geometry-of-numbers tehniques to determine
asymptotics (of size ∼ ζ(2)X/3) for the number of GL2(Z)-orbits on the set of integral irreducible
binary cubic forms having discriminant bounded by X.

Landmark work of Shintani [44] recovered Davenport’s result, and in addition proved the
existence of a secondary term of size cX5/6 for a negative constant c. More precisely, combined with
his later work [45] on his double zeta function, Shintani proved that the number of GL2(Z)-orbits
on integral irreducible binary cubic forms, having nonzero discriminant bounded by X, can be
expressed as a sum of two main terms, growing like X and X5/6, along with an error term of size
Oϵ(X2/3+ϵ). This was accomplished by considering the (Shintani) zeta function constructed from
the counting function of binary cubic forms, proving that this zeta function has a meromorphic
continuation to C, and analyzing the location and residues of the poles. In fact, general theory
developed by Sato–Shintani [39] considers any prehomogeneous vector space of a reductive group
whose singular set is an irreducible hypersurface, and proves that the associated zeta function
has a meromorphic continuation to C under a certain condition. Moreover, they prove that the
set of poles is contained within the set of zeros of the Bernstien–Sato polynomial associated to
the invariant polynomial of this prehomogeneous representation. Thus in those prehomogeneous
cases, there are natural guesses for the possible exponents of the lower order terms in the counting
functions.

In our case, however, the symmetric fourth power representation of GL2(Z) is not preho-
mogeneous. The ring of polynomial invariants for the action of GL2(Z) on V (Z) is generated by
two elements, usually denoted I and J . Explicitly, for f(x, y) = ax4 + bx3y + cx2y2 + dxy3 + ey4,
we have

I(f) = 12ae− 3bd+ c2; J(f) = 72ace+ 9bcd− 27ad2 − 27eb2 − 2c3.

The discriminant polynomial on binary quartic forms can be expressed in terms of I and J : we have
∆(f) := ∆(I(f), J(f)) = (4I(f)3 − J(f)2)/27. Throughout this paper, we order GL2(Z)-orbits on
V (Z) by height H, defined as

H(f) := H(I(f), J(f)) := max{|I(f)|3, J(f)2/4}. (1)

The primary term in the counting function of GL2(Z)-orbits on irreducible binary quartic forms,
ordered by height, was obtained in [14, Theorem 1.6]. In this article, we prove the existence of
a secondary term, generalizing Shintani’s theorem to the setting of binary quartic forms. Before
stating this result, we need some additional notation. For a pair (I, J) ∈ R2 with ∆(I, J) := (4I3 −
J2)/27 ̸= 0, let EI,J be the elliptic curve over R given by the equation y2 = x3 − (I/3)x− (J/27),
define

Ω(EI,J) :=
∫

(x,y)∈EI,J (R)
y>0

dx

y
; Ω̃(I, J) := Ω(EI,J) + Ω(EI,−J). (2)

We then define the quantities C∆>0
∗ and C∆<0

∗ , for ∗ ∈ {5/6, 3/4} to be

C∆>0
5/6 :=

∫
R2

H<1,∆>0

dIdJ, C∆<0
5/6 :=

∫
R2

H<1,∆<0

dIdJ,

C∆>0
3/4 :=

∫
R2

H<1,∆>0

Ω̃(I, J)dIdJ, C∆<0
3/4 :=

∫
R2

H<1,∆<0

Ω̃(I, J)dIdJ,
(3)

where
R2

H<1,∆>0 := {(I, J) ∈ R2 | H(I, J) < 1,∆(I, J) > 0},

R2
H<1,∆<0 := {(I, J) ∈ R2 | H(I, J) < 1,∆(I, J) < 0}.

(4)
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For i ∈ {0, 1, 2}, and any subset S of V (R), let S(i) denote the set of elements in S having
4 − 2i real roots and i pairs of complex conjugate roots in P1

C. We further partition S(2) into
S(2+) ∪S(2−), where S(2+) (resp. S(2+)) consists of positive (resp. negative) definite forms. Finally,
for i ∈ {0, 1, 2+, 2−}, let h(i)(I, J) denote the number of GL2(Z)-orbits on irreducible elements in
V (Z)(i) having invariants I and J . Then we have the following result.

Theorem 2 For i ∈ {0, 1, 2+, 2−}, we have

∑
(I,J)∈Z2

H(I,J)<X

h(i)(I, J) = 2ζ(2)
27σi

C◦
5/6 ·X5/6 + ζ(1/2)

108σi
C◦

3/4 ·X3/4 +Oϵ(X2/3+ϵ),

where σ0 = σ2± = 4, σ1 = 2, and we take ◦ to be ∆ > 0 when i ∈ {0, 2±} and ∆ < 0 when i = 1.

We note that the values of C◦
5/6 are easily computed: from [14, (22),(23)], we see that C∆>0

5/6 = 8/5
and C∆<0

5/6 = 32/5. Thus the primary terms of Theorem 2 agree with [14, Theorem 1.6]. We leave
a numerical estimation of the secondary constant to future work, but note that since ζ(1/2) < 0,
the secondary term must be negative.

We note that Yukie (in [49]) introduced and analyzed a certain “global zeta integral” for
the space of binary forms of general degree d. For d = 4, he showed that the zeta integral converges
absolutely for ℜ(s) > 5/6 and has a holomorphic continuation to the region ℜ(s) > 2/3 except
for simple poles at s = 5/6 and s = 3/4. We expect that Yukie’s result is related to a smoothed
version of Theorem 2.

Outline of the proofs

As described previously, asymptotics for the number of GL2(Z)-orbits on integral irreducible bi-
nary cubic forms with bounded discriminant were first obtained by Davenport [23] using geometry-
of-numbers techniques. Using zeta function methods, Shintani [44, 45] recovered these asymp-
totics, and also proved the existence of secondary main terms in these counting functions. Using a
“slicing technique”, Bhargava–Shankar–Tsimerman [16], obtained secondary terms for the number
of GL2(Z)-orbits on integral binary cubic forms, reproving Shintani’s result. Combining siev-
ing techniques developed by Belabas–Bhargava–Pomerance [5] with these two counting methods,
Taniguchi–Thorne [46] and Bhargava–Shankar–Tsimerman [16] independently and simultaneously
obtained secondary terms for the counting functions of cubic fields.

In our case, since the representation V (Q) = Sym4(Q2) of GL2(Q) is not prehomogeneous,
Shintani’s methods are not available to us. However, the slicing technique generalizes in a straight-
forward manner and allows us to prove Theorem 2, which we do in the largely self contained §4.
Unfortunately, the sieving techniques used in the cubic case fail for us at the very first step. This
is why, previous to our work, even power saving error terms were not known for the counting func-
tion of |Sel2(E)|. The primary reason is that to prove Theorem 1, it is necessary for us to count
GL2(Z)-orbits on V (Z), with height bounded by X, where each orbit f is weighted by ϕ(f), where
ϕ : V (Z) → R is a GL2(Z)-invariant function. It is possible to write ϕ as a product over p of some
functions ϕp : V (Zp) → R. However, the functions ϕp are not defined modulo pk for any integer k.
This is quite in contrast to the cubic case, where the function analogous to ϕp is the characteristic
function of the set of binary cubic forms corresponding to maximal orders over Zp. This set (and
hence its characteristic function) is defined modulo p2. Resolving this difficulty of ϕp not being a
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periodic function requires many new ideas and tools, on both algebraic and analytic aspects of the
arithmetic of binary quartic forms.

To begin, we develop approximation techniques in Section 5, in order to analyze these
functions ϕp. We prove that they can be written as an infinite sum of functions ϕ(k)

p for k ≥ 0,
where p is an odd prime, ϕ(k)

p is defined modulo p2k and supported on the set of binary quartic
forms whose discriminants are divisible by p2k. We prove something analogous (though slightly
weaker) for p = 2 as well. We can then write

ϕ(f) =
∏
p

ϕp(f) =
∏
p

∑
k≥0

ϕ(k)
p (f) =

∑
n≥1

ϕ(n; f), (5)

where ϕ(n; ·) : V (Z) → R is given by ϕ(n; f) = ∏
pk∥n ϕ

(k)
p (f). Our results on ϕ(k)

p imply that ϕ(n; ·)
is defined modulo n2, and its support is on a sparse set: namely the set of elements in V (Z) whose
discriminants are divisible by n2 (up to absolutely bounded powers of 2).

To sum ϕ(n; ·) over GL2(Z)-orbits on V (Z) with height bounded by X when n is small (i.e.,
n ≪ X1/12+δ for small positive δ), we use equidistribution methods. More specifically, we combine
nontrivial bounds on orbital exponential sums on V (Z/p2Z) with twisted Poisson summation. This
allows us to carry out the analogous sum of ϕ(n; ·), when the H(f) < X condition is replaced with
a smooth approximation. We then prove that this approximation is good enough to carry out the
weighted sharp sum.

Finally, it remains to show that the contribution from n ≫ X1/12+δ is negligible. To do
this, it is necessary for us to prove uniformity (or tail) estimates on the number of PGL2(Z)-orbits
on integral binary quartic forms of bounded height with discriminant divisible by n2, on average
over n. Moreover, unlike in the cubic case, we need these estimates for all n, not just squarefree n.
In Section 6, we prove the following result, giving us a sufficiently strong uniformity estimate:

Theorem 3 Let Wn ⊂ V (Z) denotes the set of irreducible integral binary quartic forms whose
discriminants are divisible by n2, and whose associated Galois group is S4 or A4. For positive real
numbers X and M , we have

∑
n≥M

#
{
f ∈ Wn

PGL2(Z) : H(f) < X
}

≪ϵ
X5/6+ϵ

M
+X11/15+ϵ. (6)

It is of course crucial for us that 11/15 = 3/4 − 1/60 < 3/4. The primary term in the above
uniformity estimate should be optimal (up to a factor of Xϵ). Thus, we expect (6) to be optimal
(up to a factor of Xϵ) in the range M ≪ X1/10.

Theorem 3 is used to bound the contribution from n ≫ X1/12+δ. Combining this with the
methods and results described above to handle smaller n yields Theorem 1.

This paper is organized as follows. We begin by introducing some notation and stating
versions of our main results for congruence families of elliptic curves and binary quartic forms in
§2. In §3, we collect an assortment of parametrization results regarding elements in the 2-Selmer
groups of elliptic curves and regarding quartic fields. We prove our quartic analogue of Shintani’s
theorem in §4, using the “slicing method” developed in [16]. We construct periodic approximations
to the relevent local functions in §5. Then in §6, we obtain density estimates required to prove
that sum describing our secondary term constant converges. We also obtain bounds on the Fourier
transforms of various subsets of V (Z/nZ); this will be necessary to obtain equidistribution results.
Our main uniformity estimate (Theorem 3) is proven in §7, and this is combined with the previous
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results to prove all the main theorems in §8. Finally, we compute some local densities appearing
in our secondary terms in the appendix.
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2 Statements of results for congruence families

Versions of our main results, Theorems 1 and 2 also hold if we restrict to families of elliptic
curves and binary quartic forms, respectively, satisfying congruence conditions modulo a fixed finite
integer. In this section, we state these results, and also describe certain infinite sets of congruence
conditions that we may impose on these families.

Let p be a prime number, and let ϕ : V (Zp) → R (resp. ϕ : Z2
p → R) be a function. For a

positive integer k, we say that ϕ is periodic with period pk if ϕ can be written as a composition of
functions

V (Zp) −→ V (Zp)/pkV (Zp) = V (Z/pkZ) ϕ−→ R (resp. Z2
p −→ Z2

p/p
kZ2

p = (Z/pkZ)2 ϕ−→ R),

where the first map is reduction modulo pk. We say that a function ϕ : V (Zp)\{∆ = 0} → R (resp.
ϕ : Z2

p\{∆ = 0} → R) is well approximated by periodic functions if for k ≥ 0, there exist functions
ϕ(k) : V (Zp) → R (resp. ϕ : Z2

p → R) bounded by 1 in absolute value, with ϕ(0) being identically 1,
satisfying the following properties:

(a) For every element f in V (Zp)\{∆ = 0} (resp. Z2
p\{∆ = 0}), we have

ϕ(f) =
∞∑

k=0
ϕ(k)(f) = 1 +

∞∑
k=1

ϕ(k)(f),

where the convergence is absolute. In fact, Condition (c) implies that the sum is finite for
each f .

(b) The function ϕ(k) is periodic with period p2k.

(c) The support of ϕ(k) is contained within the set of elements f ∈ V (Zp) with p2k | ∆(f) (resp.
(I, J) ∈ Z2

p with p2k | ∆(I, J)).

If instead of Property (c), we only have that the functions ϕ(k) are supported on elements f in
V (Zp) or Z2

p with p2k−O(1) | ∆(f), then we say that ϕ is almost well approximated by periodic
functions. A bounded function ϕ : Z2 → R is said to be large and locally well approximated if for
every p there exist bounded functions ϕp : Z2

p\{∆ = 0} → R such that ϕ(I, J) = ∏
p ϕp(I, J) for

every (I, J) ∈ Z2\{∆ = 0}, the functions ϕp are all almost well approximated, and for all large
enough p, the functions ϕp are well approximated.
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We will need an analogous notion not only for functions from V (Z) → R but for PGL2(Z)-
invariant functions. Here, for a ring R, the action of PGL2(R) on V (R) comes from descending
the following twisted action of GL2(R) on V (R): for γ ∈ GL2(R) and f ∈ V (R), define

γ · f(x, y) := f((x, y) · γ)/(det(γ)2). (7)

(Note that over Z, the twisted action and the ordinary action coincide.) We say that a function
ψ : V (Z/p2kZ) → R is strongly invariant if ψ is PGL2(Z/p2kZ)-invariant, and ψ(t2f) = ψ(f) for
t ∈ (Z/p2kZ)×. Then a PGL2(Z)-invariant function ϕ : V (Z) → R is said to be large and locally
well approximated if there exist almost well approximated functions ϕp : V (Zp)\{∆ = 0} → R for
each p, such that ϕ(f) = ∏

p ϕp(f) for every f ∈ V (Z)\{∆ = 0}, and for all large enough p, the
functions ϕp are well approximated via strongly invariant periodic functions ϕ(k)

p .

Remark 4 A periodic function ϕ : V (Zp) → R is always almost well approximated by periodic
functions. Thus, every periodic PGL2(Z)-invariant function ϕ : V (Z) → R (i.e., a lift to V (Z) of a
PGL2(Z/nZ)-invariant function V (Z/nZ) → R for some integer n) is large and locally well approx-
imated. Moreover, it is easy to check that the characteristic functions of many other natural sets
in V (Z) are large and well approximated. For example, the set of f having squarefree discriminant,
and the set of f such that the associated elliptic curve is semistable.

The following result is a congruence version of Theorem 1.

Theorem 5 Let ϕ : Z2 → Z be large and locally well approximated.∑
EAB∈E±

X

|Sel2(E)|ϕ(A,B) = 3
( ∑

EAB∈E±
X

ϕ(A,B)
)

+ C(E ;ϕ)±X3/4 +Oϵ(X3/4−α+ϵ),

for constants C(E ;ϕ)± and the same α as in Theorem 1.

In the theorem above we assume that ϕ is fixed (and suppress the dependence on ϕ in the error
term).

We note that the characteristic function of the set of pairs (A,B) such that EAB is a
semistable elliptic curve (resp. has squarefree discriminant) is large and locally well approximated.
Hence, in addition to families of elliptic curves whose coefficients satisfy finitely many congruence
conditions, the above result also includes natural families of elliptic curves defined by the imposition
of infinitely many congruence conditions.

We next describe two generalizations of Theorem 2. In our first result, we impose finitely
many splitting conditions on the set of binary quartic forms being counted. An element f of V (Z),
V (Zp), of V (Fp) is said to have splitting type (fe1

1 . . . fek
k ) if the reduction of f modulo p splits as

the product of irreducible polynomials of degrees fi raised to the powers ei. As convention, we
will define the splitting type of the zero form in V (Fp) by (0). For nonzero σp = (fe1

1 . . . fek
k ), we

define its index by ind(σp) := ∑(ei − 1)fi. The splitting types that arise this way are called quartic
splitting types. Let S be a finite set of primes, and for each p ∈ S, let σp be a quartic splitting type.
We denote this collection of splitting types {σp}p∈S by Σ. For i ∈ {0, 1, 2+, 2−} and (I, J) ∈ Z2,
we let h(i)

Σ (I, J) denote the number of GL2(Z)-orbits on irreducible elements f ∈ V (Z), having
invariants I and J , such that f(x, y) has r − i real roots, i pairs of complex conjugate roots, and
such that for all p ∈ S, the splitting type of f at p is σp. Then we have the following result.
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Theorem 6 Let notation be as above. For i ∈ {0, 1, 2+, 2−}, we have

∑
(I,J)∈Z2

H(I,J)<X

h
(i)
Σ (I, J) = 2ζ(2)

27σi
κ5/6(Σ)C◦

5/6 ·X5/6 + ζ(1/2)
108σi

κ3/4(Σ)C◦
3/4 ·X3/4

+Oϵ

(
ℓ(Σ)X2/3+ϵ + ℓ′(Σ)X1/2+ϵ

)
,

where we take ◦ to be ∆ > 0 when i ∈ {0, 2+, 2−} and ∆ < 0 when i = 1, and we have κ∗(Σ) =∏
p∈S κ∗(σp), ℓ(Σ) = ∏

p ℓp(σp), and ℓ′(Σ) = ∏
p ℓ

′
p(σp). The values κ5/6(σp) are listed in Table

1, while the values κ3/4(σp) can be computed from Table 2. We have ℓp(σp) = p1−indp(σp) and
ℓ′p(σp) = p2−indp(σp), for nonzero splitting types σp. We take ℓp(0) = −4 and ℓ′p(0) = −3.

We note that Theorem 6 can be easily generalized to collections Σ = (Σp)p, where Σp is a set of
quartic splitting types (not just a singleton set). Moreover, for some natural choices for Σp, the
error term can be easily improved. For example, when Σp = Σur

p is the set of all unramified splitting
types, the error can be improved to the error coming from the case when Σp = Σram

p is the set of
all ramified splitting types. This is because the count for Σur

p is the difference between the count
when there is no condition on p, and the count for Σram

p .

Our next result involves summing a large and locally well approximated function ϕ : V (Z) →
R over PGL2(Z)-orbits on irreducible integral binary quartic forms. To state it, we need some
additional notation. First let ν(ϕ) denote the density of ϕ and, for a ∈ Z, let νa(ϕ) denote the
density of ϕ restricted to Va(Z), the set of binary quartic forms whose x4-coefficients are a. That
is, we define

ν(ϕ) :=
∫

V (Ẑ)
ϕ(v)dv; νa(ϕ) :=

∫
Va(Ẑ)

ϕ(v)dv. (8)

Above, the measures dv are normalized so that V (Ẑ) and Va(Ẑ) have volume 1. Next, define the
Dirichlet series

D±(ϕ, s) :=
∑
a>0

ν±a(ϕ)
as

. (9)

We will prove in §6 that D±(ϕ, s) has an analytic continuation to the region ℜ(s) > 1/3, with
at most a simple pole at s = 1. In particular, the value D±(ϕ, 1/2) is well defined. For i ∈
{0, 1, 2+, 2−} and (I, J) ∈ Z2, we let h(i)

ϕ (I, J) denote the sum of ϕ(f) over GL2(Z)-orbits on
irreducible elements f ∈ V (Z), having invariants I and J , such that f(x, y) has r− i real roots and
i pairs of complex conjugate roots. We have the following result.

Theorem 7 Let ϕ : V (Z)\{∆ ̸= 0} → R be a large and locally well approximated function. For
i ∈ {0, 1, 2+, 2−}, let V (Z)(i) (resp. V (R)(i)) denote the set of elements f ∈ V (Z) (resp. f ∈ V (R))
having nonzero discriminant and exactly 4 − 2i real roots in P1

R. Then for any positive constant α
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acceptable in Theorem 1, we have∑
(I,J)∈Z2

H(I,J)<X

h
(0)
ϕ (I, J) = ν(ϕ)2ζ(2)

27σ0
C∆>0

5/6 X5/6 +
D+(ϕ, 1

2) +D−(ϕ, 1
2)

216σ0
C∆>0

3/4 X3/4 + Oϵ(X3/4−α+ϵ);

∑
(I,J)∈Z2

H(I,J)<X

h
(1)
ϕ (I, J) = ν(ϕ)2ζ(2)

27σ1
C∆<0

5/6 X5/6 +
D+(ϕ, 1

2) +D−(ϕ, 1
2)

216σ1
C∆<0

3/4 X3/4 + Oϵ(X3/4−α+ϵ);

∑
(I,J)∈Z2

H(I,J)<X

h
(2±)
ϕ (I, J) = ν(ϕ)2ζ(2)

27σ2
C∆>0

5/6 X5/6 +
D±(ϕ, 1

2)
108σ2

C∆>0
3/4 X3/4 + Oϵ(X3/4−α+ϵ).

In the theorem above we assume that ϕ is fixed (and suppress the dependence on ϕ in the error
term).

The average sizes of the 2-torsion in the class groups Cl(K) and narrow class groups Cl+(K)
of monogenic cubic fields (K,α) ordered by height are determined in [12]. The above result would
imply that this bound of 2-torsion in these class groups admits a secondary term growing as X3/4.

Suppose that a large and locally well approximated function ϕ = ∏
p ϕp is such that ϕp :

V (Zp) → R is invariant under multiplication by units in Zp. This is the case, for instance, for
the functions ϕ arising by imposing splitting conditions on the family of binary quartic forms, for
the characteristic function of elements in V (Z) with squarefree discriminant, and the function ϕ
corresponding to the 2-torsion in the class groups of monogenic cubic fields. It is easy to see that
D+(ϕ, s) = D−(ϕ, s) for such functions ϕ, giving a uniform description of the leading second order
constants for the four possible splitting types at infinity. We will also see in the appendix that
for such functions ϕ, the Dirichlet series D±(ϕ, s) admits an Euler product. However, we do not
believe this to be true of general functions ϕ. Finally, we note that the characteristic function of
the set of soluble binary quartic forms over Zp is not invariant under multiplication by units. This
is the main reason our secondary term constants of Theorems 1 and 5 are not explicit.

3 Parametrization results

In this section, we collect an assortment of results parametrizing various arithmetic objects using
(weighted) group orbits on lattices. Specifically, in §3.1, we parametrize elements in the 2-Selmer
group of elliptic curves, following work of Birch and Swinnerton-Dyer [18], Cremona [21], and
Bhargava and the first named author [14]. Then in §3.2, we use results of Bhargava [8] and Wood
[48] to parametrize quartic rings along with a monogenized cubic resolvent ring. We combine this
latter parametrization with a construction of Heilbronn [31] to parametrize 2-torsion elements in
the dual of the class group of monogenized cubic fields.

3.1 The 2-Selmer groups of elliptic curves

For E = EAB ∈ E , we define the following two invariants of E:

I(E) := −24 · 3 ·A; J(E) := −26 · 33 ·B.

We denote the elliptic curve having invariants I and J by EIJ ; note that the height of EIJ is given
by H(EIJ) = H(I, J)/(21033). We recall the following two results, proved originally by Birch–
Swinnerton-Dyer [18] and further refined by Cremona [21], regarding the connection between the

9



2-Selmer groups of elliptic curves and PGL2-orbits on V . The results are stated in the notation
in [14, §3.1] (see [14, Theorem 3.2 and Proposition 3.3]). A binary quartic form f(x, y) with
coefficients in a field K is said to be K-soluble if the equation z2 = f(x, y) has a nontrivial solution.
A binary quartic form f(x, y) in V (Q) is said to be locally soluble if f is soluble over R and over
Qp for every prime p.

Theorem 3.1 Let K be a field having characteristic not 2 or 3. Let E : y2 = x3 − I
3x − J

27 be
an elliptic curve over K. Then there exists a bijection between elements in E(K)/2E(K) and
PGL2(K)-orbits of K-soluble binary quartic forms having invariants equal to I and J , given by

(ξ, η) + 2E(K) 7→ PGL2(K) ·
(1

4x
4 − 3

2ξx
2y2 + 2ηxy3 +

(
I

3 − 3
4ξ

2
)
y4
)
.

Under this bijection, the identity element in E(K)/2E(K) corresponds to the PGL2(K)-orbit of
binary quartic forms having a linear factor over K.

Furthermore, the stabilizer in PGL2(K) of any (not necessarily K-soluble) binary quartic
form f in VK , having nonzero discriminant and invariants I and J , is isomorphic to E(K)[2],
where E is the elliptic curve defined by y2 = x3 − I

3x− J
27 .

This leads to the following parametrization of the 2-Selmer groups of elliptic curves over Q.

Theorem 3.2 Let E = EIJ be an elliptic curve over Q. Then the elements of the 2-Selmer group
of E are in one-to-one correspondence with PGL2(Q)-equivalence classes of locally soluble integral
binary quartic forms having invariants equal to I and J .

Furthermore, the set of integral binary quartic forms that have a rational linear factor and
invariants equal to I and J lie in a single PGL2(Q)-equivalence class, and this class corresponds to
the identity element in the 2-Selmer group of E.

Next, we express the number of PGL2(Q)-equivalence classes of locally soluble integral
binary quartic forms having fixed invariants as the weighted count of PGL2(Z)-orbits on integral
binary quartic forms. Moreover, we show that this weight is local, i.e., it can be expressed as
a product of weights defined over Zp. The condition of local solubility is clearly local: let ℓp :
V (Zp) → R be the characteristic function of the set of elements in V (Zp) that are soluble over Qp,
and let ℓ : V (Z) → R be given by ℓ(f) := ∏

ℓp(f). That is, ℓ is the characteristic function of locally
soluble elements in V (Z).

Given a binary quartic form f ∈ V (Z) (resp. f ∈ V (Zp) for some prime p), let B(f) (resp.
Bp(f)) denote a set of representatives for the action of PGL2(Z) (resp. PGL2(Zp)) on the PGL2(Q)-
equivalence class of f (resp. PGL2(Qp)-equivalence class of f) in V (Zp). For an integral binary
quartic form f in V (Z) or V (Zp), respectively define

AutQ(f) := StabPGL2(Q)(f); AutZ(f) := StabPGL2(Z)(f);

AutQp(f) := StabPGL2(Qp)(f); AutZp(f) := StabPGL2(Zp)(f).

We define the global weight m(f) for f in V (Z) and the local weight mp(f) for f in V (Zp) to be:

m(f) :=
∑

f ′∈B(f)

#AutQ(f ′)
#AutZ(f ′) =

∑
f ′∈B(f)

#AutQ(f)
#AutZ(f ′) ;

mp(f) :=
∑

f ′∈Bp(f)

#AutQp(f ′)
#AutZp(f ′) =

∑
f ′∈Bp(f)

#AutQp(f)
#AutZp(f ′) .

(10)
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Moreover, given f ∈ V (Z) (resp. f ∈ V (Zp)), we define PGL2(Q)f (resp. PGL2(Qp)f ) to be the set
of elements γ ∈ PGL2(Q) (resp. γ ∈ PGL2(Qp)), such that γ · f belongs to V (Z) (resp. V (Zp)).
Then the following result follows from [14, Proposition 3.6] and its proof.

Proposition 3.3 For elements f in V (Z) and V (Zp), we have the equalities

m(f) = #[PGL2(Z)\PGL2(Q)f ], mp(f) = #[PGL2(Zp)\PGL2(Qp)f ],

respectively. Moreover, we have
m(f) =

∏
p

mp(f)

for every f ∈ V (Z).

Suppose an elliptic curve EIJ over Q is such that EIJ(Q)[2] = {0}. Then it follows by
Theorem 3.1 that if f ∈ V (Q) has invariants I and J , then AutQ(f) = AutZ(f) = {id}. As a
consequence, m(f) = #B(f). First, for integers I and J , let V (Z)IJ denote the set of elements in
V (Z) with invariants I and J . An element in V (Q) is said to be generic if it is irreducible and its
corresponding elliptic curves has trivial 2-torsion. For any set S ⊂ V (Q) let Sgen denote the set of
generic elements in S. Then Theorem 3.2 immediately implies the following result.

Theorem 3.4 Let E be an elliptic curve over Q with trivial 2-torsion and invariants I and J .
Then we have

|Sel2(E)| = 1 +
∑

f∈
V (Z)gen

IJ
PGL2(Z)

ℓ(f)
m(f) .

3.2 Quartic rings with monogenic cubic resolvent rings

In this section, we recall results that parametrize certain cubic and quartic rings over Z. We begin
with the following parametrization of cubic rings due to Levi [35], Delone–Faddeev [24], and Gan-
Gross-Savin [28]. Let U = Sym3(Z2) denote the space of binary cubic forms. The group GL2 acts
on U via the following twisted action: γ ·f(x, y) := f((x, y) ·γ)/ det(γ). Then we have the following
result.

Proposition 3.5 ([35],[24],[28]) There is a natural bijection between the set of cubic rings over
Z upto isomorphism and the set of GL2(Z)-orbits on binary cubic forms.

In fact, this bijection has a very explicit description. Let C be a cubic ring over Z, and let L := C/Z
be the associated two dimensional lattice. Consider the index form ind : L → Z which sents α ∈ L,
to the signed index of Z[α] in C. More precisely, this is defined by ind: L ∋ α 7→ α ∧ α2 ∈ ∧2L.
Since L ∼= Z2 and ind is cubic, this yields an integral binary cubic form f ∈ U(Z) upto the action
of GL2(Z). A single element f ∈ U(Z) corresponds to a cubic ring C along with a basis {α1, α2}
of C/Z. These can be lifted in a unique way to two elements β1 and β1 of C whose traces belong
to {−1, 0, 1}, and it is then true that {1, β1, β2} is a basis for C as a Z-module.

Next, let W = 2 ⊗ Sym2(3) denote the space of pairs of ternary quadratic forms. There is
a natural action of the group GL2 × SL3 on W . We represent elements in W (Z) by pairs (A,B) of
3 × 3 symmetric matrices with coefficients 1

2aij and 1
2bij with 1 ≤ i ≤ j ≤ 3, where aii, bii ∈ 2Z and

aij , bij ∈ Z for i ̸= j. Then the following landmark result of Bhargava [8, Theorem 1] parametrizes
pairs (Q,C), where Q is a quartic ring and C is a cubic resolvent ring of Q.

11



Theorem 3.6 ([8]) There is a canonical bijection between the set of GL2(Z) × SL3(Z)-orbits on
W (Z) and the set of isomorphism classes of pairs (Q,C), where Q is a quartic ring and C is a
cubic resolvent ring of Q.

There is a natural resolvent map Res : W → U given by Res(A,B) := 4 det(Ax − By). This map
is SL3-invariant and GL2-covariant. Moreover, if (A,B) ∈ W (Z) corresponds to the pair (Q,C) of
rings, the binary cubic form corresponding to C is Res(A,B) ∈ U(Z).

Let C be a rank-n ring over Z. An element α ∈ C is said to be a monogenizer for C
if C = Z[α]. We then say that the pair (C,α) over Z is an (n-ic) monogenized rank-n ring.
Two monogenized rings (C,α) and (C ′, α′) are said to be isomorphic if there is an isomorphism
from C to C ′ such that it sends α to α′ + n for some n ∈ Z. For a ring R, let U1(R) denote
the set x3 + tx2 + sx + r, where r, s, t ∈ R. There is a natural action of R on U1(R) given by
(r · f)(x) := f(x+ r) for r ∈ R and f ∈ U1(R). Then we have the following result.

Proposition 3.7 The map f(x) 7→ (Z[x]/(f(x)), x) gives a bijection between the set of Z-orbits on
U1(Z) and the set of pairs (C,α), where C is a cubic ring and α ∈ C/Z is a monogenizer for C.

Let Q be a quartic ring and let C be a monogenized cubic resolvent of Q. Then there exists
a monic binary cubic form representing C. Hence, there exists a pair (A,B) ∈ W (Z), corresponding
to (Q,C), such that det(A) = 1/4. The set of integral symmetric 3 × 3-matrices with determinant
1/4 forms a single SL3(Z)-orbit. Hence, the pair (Q,C) can be represented by (A0, B) ∈ W (Z),
wher A0 is an anti-diagonal 3 × 3 matrix with coefficients 1/2, −1, and 1/2. Wood [48] considers
the following embedding of V (Z) into W (Z):

ι : ax4 + bx3y + cx2y2 + dxy3 + ey4 7→


 1

2
−1

1
2

 ,
a

b
2

b
2 c d

2
d
2 e


 . (11)

The special orthogonal group SOA0 is naturally isomorphic to PGL2. Moreover, the map ι respects
the two actions of PGL2(Z) on V (Z) and of SOA0(Z) on the set of pairs (A0, B) in W (Z). Combining
the construction of ι with Theorem 3.6 and Proposition 3.7, Wood proves the following result.

Theorem 3.8 There is a natural bijection between the set of PGL2(Z)-orbits on V (Z) and the set
of isomorphism classes of pairs (Q,C, α), where Q is a quartic ring and (C,α) is a monogenized
cubic resolvent ring of Q.

Given a binary quartic form f(x, y) in V (Z) or V (Zp) for some prime p, we let Qf and Cf denote
the quartic ring and monogenic cubic ring associated to f . Note that Cf only depends on the
invariants I and J of f since the coefficients of Res(ι(f)) are invariants for the action of PGL2 on
V . We denote this cubic ring by RIJ .

4 Secondary terms in the count of integral binary quartic forms

In this section, we determine secondary terms for the counting function of PGL2(Z)-orbits on
generic elements of V (Z), where each orbit is weighted by ϕ, a PGL2(Z)-invariant periodic function
on V (Z). First, in §4.1, we set up notation, and introduce the averaging method from [14]. In §4.2,
we give bounds for the number of nongeneric PGL2(Z)-orbits on integral binary quartic forms with
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bounded height and nonzero discriminants. A bound of O(X3/4+ϵ) was proved in [14, Lemma 2.4],
but in order to recover a secondary term, we need to improve this. Then in §4.3, we use the “slicing
method” developed in [16] to obtain primary and secondary terms for our counting functions and
complete the proofs of Theorems 2 and 6 (modulo a volume computation, carried out in §8).

4.1 Preliminaries

Recall that we say an element f ∈ V (Q) is generic if f is irreducible over Q and the corresponding
elliptic curve has trivial 2-torsion. The latter condition is equivalent to the stabilizer of f in
PGL2(Q) being trivial. By Theorem 3.1, it follows that f is generic if and only if both f and the
cubic resolvent polynomial of f are irreducible.

We partition the set of elements in V (R) with nonzero discriminant into the following sets:

V (R)\{∆ = 0} = V (R)(0) ∪ V (R)(1) ∪ V (R)(2) = V (R)(0) ∪ V (R)(1) ∪ V (R)(2+) ∪ V (R)(2−).

Above, for i ∈ {0, 1, 2}, the set V (R)(i) consists of elements f ∈ V (R) having 4 − 2i distinct real
roots in P1(R) and i pairs of distinct complex conjugate roots in P1(C). The set V (R)(2) consists
of definite binary quartic forms, and we further partition it into the set of positive definite binary
quartics V (R)(2+) and the set of negative definite binary quartics V (R)(2−). For a set S ⊂ V (R)
and i ∈ {0, 1, 2+, 2−}, we define S(i) to be S ∩ V (R)(i).

For a PGL2(Z)-invariant function ϕ : V (Z) → R, and i ∈ {0, 1, 2+, 2−}, we define the
counting function N (i)(ϕ;X) to be

N (i)(ϕ;X) :=
∑

f∈PGL2(Z)\V (Z)(i),gen

H(f)<X

ϕ(f).

We start with a slightly modified treatment of [14, §2.1,2.3], and provide fundamental domains for
the action of PGL2(Z) on V (R). The only difference is that we work with the action of PGL2 on
V , while [14, §2] considers the action of GL2 on V . We fix i ∈ {0, 1, 2+, 2−}, and note that V (R)(i)

contains only points with positive discriminant when i ∈ {0, 2+, 2−} and only points with negative
discriminant when i = 1. Given any pair (I, J) with ∆(I, J) > 0 (resp. ∆(I, J) < 0), the set of
elements in V (R)(i), for i ∈ {0, 2+, 2−} (resp. i = 1), having invariants I and J consists of a single
PGL2(R)-orbit. Fundamental sets L(i) for the action of PGL2(R) on the set of elements in V (R)(i)

having height 1 are given in [14, Table 1]. Let R(i)
∞ denote the set R>0 · L(i). Then the sets R(i)

∞

are fundamental sets for the action of PGL2(R) on V (R)(i). Moreover R(i)
∞ contains exactly one

element with invariants I and J with ∆(I, J) > 0 when i ∈ {0, 2+, 2−} and exactly one element
with invariants I and J with ∆(I, J) < 0 when i = 1.

Let F be Gauss’ fundamental domain for the action of PGL2(Z) on PGL2(R). Explicitly,
we write F =

{
u(t)k : u ∈ N(t), (t) ∈ A′, k ∈ K

}
, where

N(t) :=
{
u :=

(
1
u 1

)
: u ∈ i(t)

}
, A′ :=

{
(t) :=

(
t−1

t

)
: t ≥

4√3√
2

}
, K := SO2(R).

Above i(t) is a subset of [−1/2, 1/2] depending on t, and is all of [−1/2, 1/2] when t ≥ 1. For
elements u ∈ N(t) and (t) ∈ A′, we denote the product u(t) by (u, t).

Let G0 be a nonempty semialgebraic left K-invariant bounded open subset of PGL2(R).
Denote the set of elements in R

(i)
∞ (resp. G0 · R(i)

∞ ) with height less than X by R
(i)
X (resp. S(i)

X ).
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Then Bhargava’s averaging method, developed in [9, 10] yields the following equality for every
PGL2(Z)-invariant function ϕ : V (Z) → R:

N (i)(ϕ;X) = 1
σiVol(G0)

∫
γ∈F

( ∑
f∈γS

(i)
X ∩V (Z)gen

ϕ(f)
)
dγ

= 1
σiVol(G0)

∫
t≥

4√3√
2

∫
u∈N(t)

( ∑
f∈(u,t)S(i)

X ∩V (Z)gen

ϕ(f)
)
t−2dud×t.

(12)

Above, σi = 4 when i ∈ {0, 2+, 2−} and σi = 2 when i = 1, dγ = t−2dud×tdk is a Haar measure
on PGL2(R) with dk normalized so that the volume of K is 1, and the volume of G0 is computed
with respect to dγ. A version of (12), using the group GL2(R) rather than PGL2(R), and where ϕ
is taken to be 1, is proved in [14, Theorem 2.5]; the proof in our case is identical.

4.2 Bounding the number of nongeneric elements

In this subsection, we bound the number of PGL2(Z)-orbits on nongeneric integral orbits on integral
binary quartic forms having bounded height. By construction, we have R(i)

X = X1/6R
(i)
1 . Since the

sets L(i) of [14, Table 1] (and hence the sets R(i)
1 ) are absolutely bounded, it follows that the

absolute values of coefficients of the elements in R(i)
X are ≪ X1/6. Since G0 is bounded, the same is

true of the coefficients of elements in S(i)
X . This means that when t > CX1/24, for some sufficiently

large C, every element in (u, t)S(i)
X ∩ V (Z) has x4-coefficient in (−1, 1), and hence x4-coefficient

equal to 0. Such an element is not generic implying that (u, t)S(i)
X ∩ V (Z)gen is empty. That is,

every integral element f(x, y) deep enough in the cusp is nongeneric. Moreover, it is nongeneric
because y is a factor of f(x, y).

Let a, b, c, d, and e, denote the coeffients of elements in V (R). That is, for f(x, y) ∈ V (R),
the x4-, x3y-, x2y2-, xy3-, and y4-coefficients of f(x, y) are denoted by a(f), b(f), c(f), d(f),
and e(f), respectively. Let V (Z)red denote the set of reducible elements in V (Z). In the next
two lemmas, we bound the number of elements in V (Z)red that lie within the main body of the
fundamental domain.

Lemma 4.1 We have∫
1≪t≪X1/24

∫
u∈[−1/2,1/2]

#
{
(u, t)S(i)

X ∩ V (Z)red : a(f) ̸= 0
}
t−2dud×t ≪ϵ X

2/3+ϵ.

This follows immediately from the proof of [14, Lemma 2.3].

Lemma 4.2 For a positive real number δ ≤ 1/24, we have∫ Xδ

t≫1

∫
u∈[−1/2,1/2]

#
{
f(x, y) ∈ (u, t)S(i)

X ∩ V (Z) : a(f) = 0
}
t−2dud×t ≪ X2/3+2δ.

Proof: For u ∈ [−1/2, 1/2] and 1 ≪ t < Xδ we have

#
{
f ∈ (u, t)S(i)

X ∩ V (Z) : a(f) = 0
}

≪ t4X4/6,
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since (u, t)S(i)
X is contained within the set of elements f(x, y) = ax4 + bx3y + cx2y2 + dxy3 + ey4

with |a| ≪ t−4X1/6, |b| ≪ t−2X1/6, |c| ≪ X1/6, |d| ≪ t2X1/6, and |e| ≪ t4X1/6. Thus∫ Xδ

t≫1

∫
u∈[−1/2,1/2]

#
{
f ∈ (u, t)S(i)

X ∩ V (Z) : a(f) = 0
}
t−2dud×t ≪ X4/6

∫ Xδ

t≫1
t2d×t ≪ X2/3+2δ,

and the lemma follows. 2

The next result, which follows immediately from the method of Lemma 4.2, is needed in the sequel.

Lemma 4.3 We have∫
t≫1

∫
u∈[−1/2,1/2]

#
{
f(x, y) ∈ (u, t)S(i)

X ∩ V (Z)gen : b(f) = 0
}
t−2dud×t ≪ X2/3. (13)

Suppose an element f ∈ V (Z) is irreducible but nongeneric. Then its cubic resolvent
polynomial must be reducible. To bound the number of such elements in the fundamental domain,
we need the following result which follows from work of Nakagawa (see [36, Theorem 1]).

Proposition 4.4 Let L be a quartic étale algebra over Q with ring of integers OL. Then the
number N(OL, k) of suborders of OL having index k is bounded by

N(OL, k) ≪ϵ k
ϵ

∏
p2∤Disc(OL)

p3||k

p
∏

p2∤Disc(OL)
pe||k, e≥4

p⌊e/2⌋ ∏
p2|Disc(OL)
pe||k, e≥2

p⌊e/2⌋ (14)

In particular, we have N(OL, k) ≪ϵ k
ϵN(k) where N(k) := ∏

pe∥k p
⌊e/2⌋, a bound that is independent

of L.

We have the following lemma improving [14, Lemma 2.4].

Lemma 4.5 The number of PGL2(Z)-orbits f on V (Z) with ∆(f) ̸= 0 and H(f) < X such that
the stabilizer of f in PGL2(Q) is nontrivial is bounded by Oϵ(X2/3+ϵ).

Proof: If the stabilizer of f(x, y) in PGL2(Q) is nontrivial, then the cubic resolvent polynomial
g(x, y) is reducible. Let Q and C denote the quartic ring and cubic ring corresponding to f and g,
respectively. Let L = Q ⊗ Q and K = C ⊗ Q. It follows from a result of Baily (see [2]) that the
number of possible quartic Q-algebras associated to a cubic algebra K is ≪ϵ |Cl(K)[2]||∆(K)|ϵ.
Since K is isomorphic to Q×F , for a quadratic field F , we have |Cl(K)[2]| ≪ϵ |∆(K)|ϵ. Therefore,
once a reducible integer cubic polynomial g is fixed, the associated quartic algebra L has ≪ϵ |∆(g)|ϵ
choices.

A quick application of [12, Lemma 4.3] implies that the number of reducible integral traceless
monic cubic polynomials g with H(g) < X is ≪ϵ X

1/2+ϵ. Fix such a polynomial g as well as
one of the Oϵ(Xϵ) choices for the quartic étale algebra L. The set of PGL2(Z)-orbits f such
that the cubic resolvent polynomial of f is g and the étale quartic algebra corresponding to f
is L injects into the set of quartic suborders Q of L with Disc(Q) = ∆(g). In particular, the
index of Q in OL, the ring of integers of L, is determined by the pair (g, L), and is equal to
k = (|∆(g)|/|Disc(L)|)1/2. The previous lemma now implies that the number of possible options
for Q given (g, L) is ≪ϵ k

ϵN(k) ≤ k1/2+ϵ.
Fix δ > 0 to be optimized later. We will use partition the relevant set of forms f into

two sets: those whose corresponding étale quartic algebra L satisfies |Disc(L)| ≥ Xδ, and those
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for which |Disc(L)| < Xδ. Putting together the previous observations, we see that the number of
PGL2(Z)-orbits f on V (Z) with ∆(f) ̸= 0, H(f) < X, StabPGL2(Q)(f) ̸= 1, and such that the étale
quartic algebra L corresponding to f satisfies |Disc(L)| ≥ Xδ is ≪ϵ X

1/2+ϵ ·X(1−δ)/4 = X3/4−δ/4+ϵ.
Meanwhile, the number of quartic étale algebras L with |Disc(L)| < Xδ is bounded by

O(Xδ logX). Each algebra with discriminant D has ≪ϵ (X/D)1/2+ϵ suborders with discriminant
less than X (again using Nakagawa’s result). This gives a bound of Oϵ(X1/2+δ/2+ϵ) on the number
of possible quartic orders with discriminant less than X and whose étale algebras have discriminant
bounded by Xδ. Since a quartic order Q occurs for an absolutely bounded number of PGL2(Z)-
orbits of binary quartic forms (see [14, Proposition 2.16]), we see that the number of PGL2(Z)-orbits
f on V (Z) with ∆(f) ̸= 0, H(f) < X, and such that the étale quartic algebra L corresponding to
f satisfies |Disc(L)| < Xδ is ≪ϵ X

1/2+δ/2+ϵ. Optimizing, we pick δ = 1/3, yielding the result. 2

4.3 Slicing and secondary terms

For ease of notation, we let Y denote X1/6 throughout this subsection. Let ϕ : V (Z) → R be a
PGL2(Z)-invariant function. From (12), we have

N (i)(ϕ,X) = 1
σiVol(G0)I(ϕ, Y ),

where I(ϕ, Y ) is defined by

I(ϕ, Y ) :=
∫

t≥
4√3√

2

∫
u∈N(t)

( ∑
f∈Y ·(u,t)S(i)∩V (Z)gen

ϕ(f)
)
du
d×t

t2
, (15)

where we denote the bounded set S(i)
1 by S(i). We break up the integral over t above into the “small

t range” and the “large t range” as follows. Let ψ1 : R≥0 → [0, 1] be a smooth function such that
ψ(x) = 1 for x ≤ 2 and ψ1(x) = 0 for x ≥ 3, and denote 1 − ψ1 by ψ2. Let 0 < κ < 1/4 be a real
number to be optimized later. We define

I(1)(ϕ, Y ;κ) :=
∫

t≥
4√3√

2

∫
u∈N(t)

ψ1
( t

Y κ

)( ∑
f∈Y ·(u,t)S(i)∩V (Z)

ϕ(f)
)
du
d×t

t2
,

I(2)(ϕ, Y ;κ) :=
∫

t≥
4√3√

2

∫
u∈N(t)

ψ2
( t

Y κ

)( ∑
f∈Y ·(u,t)S(i)∩V (Z):a(f )̸=0

ϕ(f)
)
du
d×t

t2
,

(16)

and note that Lemmas 4.1, 4.2, and 4.5 imply the estimate

I(ϕ, Y ) = I(1)(ϕ, Y ;κ) + I(2)(ϕ, Y ;κ) +Oϵ(X2/3+κ/3 +X2/3+ϵ). (17)

We use the next result of Davenport to estimate the number of lattice points in bounded regions.
Proposition 4.6 ([22]) Let R be a bounded, semi-algebraic multiset in Rn having maximum mul-
tiplicity m that is defined by at most k polynomial inequalities, each having degree at most ℓ. Let
R′ denote the image of R under any (upper or lower) triangular, unipotent transformation of Rn.
Then the number of lattice points (counted with multiplicity) contained in the region R′ is given by

Vol(R) +O(max{Vol(R)}, 1}),

where Vol(R) denotes the greatest d-dimensional volume of any projection of R onto a coordinate
subspace obtained by equating n−d coordinates to zero, where d ranges over all values in {1, . . . , n−
1}. The implied constant in the second summand depends only on n, m, k, and ℓ.
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For the rest of this subsection, we restrict our function ϕ to be defined via congruence
classes modulo some positive integer m, and will keep track of the dependence of our error terms
on m. We handle the cases of small and large t separately.

The small t case: estimates for I(1)(ϕ, Y ;κ)

Let m be a positive integer, let ϕ : V (Z/mZ) → R be a bounded (independent of m) function, and
denote the lift of ϕ to V (Z) by ϕ. Recall the definitions of ν(ϕ) and νa(ϕ) from (8). We also define
supp(ϕ) to denote the cardinality of the support of ϕ in V (Z/mZ). Then we have the following
lemma.

Lemma 4.7 Let ϕ : V (Z) → R be an absolutely bounded function defined modulo a positive integer
m. For u ∈ [−1/2, 1/2] and t ≫ 1, we have

∑
f∈Y ·(u,t)S(i)∩V (Z)

ϕ(f) = ν(ϕ)Vol(S(i))X5/6 +O
(supp(ϕ)t4X2/3

m4 + supp(ϕ)t6X1/2

m3 + supp(ϕ)t6
)
.

Proof: Partition the support of ϕ in V (Z) into supp(ϕ) translated lattices Lv := v+mV (Z), where
v ranges over lifts of elements v̄ in the support of ϕ in V (Z/mZ). The coefficients of an element
f ∈ Y · (u, t)S(i) satisfy

|a(f)| ≪ t−4Y ; |b(f)| ≪ t−2Y ; |c(f)| ≪ Y ; |d(f)| ≪ t2Y ; |e(f)| ≪ t4Y.

Applying Proposition 4.6 to the set (Y · (u, t)S(i) − v)/m yields

#
(
Y · (u, t)S(i) ∩ Lv

)
= Vol(S(i))Y 5

m5 +O
( t4Y 4

m4 + t6Y 3

m3 + t6Y 2

m2 + t4Y

m
+ 1

)
.

Since we assume that t ≫ 1, the first two summands in the above error term added to t6 dominate
the others. The lemma then follows by summing the above expression over v̄ ∈ V (Z/mZ) that are
in the support of ϕ. 2

Estimating the inner sum of f using Lemma 4.7, we obtain

I(1)(ϕ, Y ;κ) = ν(ϕ)Vol(S(i))X5/6
∫

t≥
4√3√

2

∫
u∈N(t)

ψ1
( t

Y κ

)
du
d×t

t2

+O
(supp(ϕ)X 2

3 + κ
3

m4 + supp(ϕ)X 1
2 + 2κ

3

m3 + supp(ϕ)X
2κ
3
)
,

(18)

where we recall that Y = X1/6.

The large t case: estimates for I(2)(ϕ, Y ;κ)

To evaluate the contribution from the large range of t, we fiber by the x4-coefficients of integral
binary quartic forms. That is, we write

I(2)(ϕ, Y ;κ) =
∑
a̸=0

∫
t≥

4√3√
2

∫
u∈N(t)

ψ2
( t

Y κ

)( ∑
f∈Y ·(u,t)S(i)∩Va(Z)

ϕ(f)
)
du
d×t

t2
. (19)
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As before, we assume that ϕ is the lift of some function ϕ : V (Z/mZ) → R which is absolutely
bounded (independent of m). For any integer a and any ring R, let Va(R) denote the set of elements
in V (R) whose x4-coefficients are equal to a. For a ∈ Z, recall that νa(ϕ) denotes the density of
ϕ restricted to Va(Z), and for a ∈ Z, let supp(ϕ, a) denote the cardinality of the support of ϕ
restricted to Va(Z/mZ). For a set T ⊂ V (R), we let T |a denote T ∩ Va(R). Then from a similar
argument in the proof of Lemma 4.7, applying Proposition 4.6 yields the following result.

Lemma 4.8 With notation as above, we have

∑
f∈Y ·(u,t)S(i)∩Va(Z)

ϕ(f) = νa(ϕ)t4X2/3Vol
(
S(i)|t4a/X1/6

)
+O

(supp(ϕ, a)t6X1/2

m3 + supp(ϕ, a)t6
)
.

We return to (19), and note that for a ̸= 0, the set (Y · (u, t)S(i))|a is empty unless t ≪
(Y/|a|)1/4. Since ψ2(t/Y κ) = 0 unless t ≫ Y κ, only a ̸= 0 with |a| ≪ Y 1−4κ contributes to (19).
We truncate the sum over a and integral over t in (19) using these observations, and apply Lemma
4.8 to estimate the sum over f . Integrating the resulting error term over t, u, and summing over a
gives an error that is ≪

(X1/2

m3 + 1
) ∑

a̸=0
|a|≪Y 1−4κ

supp(ϕ, a)
∫

t≪(Y/|a|)1/4
t4d×t ≪

(X2/3

m3 +X1/6
) ∑

a̸=0
|a|≪Y 1−4κ

supp(ϕ, a)
|a|

.

Meanwhile, the main term contribution to I(2)(ϕ, Y ;κ) is

X2/3 ∑
a̸=0

νa(ϕ)
∫

t≥1
ψ2
( t

Y κ

)
Vol

(
S(i)|t4a/Y

)
t2d×t

= X3/4

4
∑
a̸=0

νa(ϕ)
|a|

1
2

∫
α∈R×
aα>0

ψ2
( |α|

1
4Y

1
4 −κ

|a|
1
4

)
Vol

(
S(i)|α

)
|α|

1
2d×α

(20)

by the change of variables α = t4a/Y .
We next have the following lemma which follows immediately since νa(ϕ) only depends on

the residue class of a modulo m.

Lemma 4.9 Define the functions

D±(ϕ, s) :=
∑
a>0

ν±a(ϕ)
as

.

Then the functions D±(ϕ, s) admit meromorphic continuations to C, and are holomorphic with the
exception of possible simple poles at s = 1 with residue ν(ϕ).

Then with a computation identical to [16, (Equation 41)], we obtain for any M > 1

∑
±a>0

νa(ϕ)
|a|

1
2
ψ2
( |α|

1
4Y

1
4 −κ

|a|
1
4

)
= D±(ϕ, 1/2) + 4ν(ϕ)ψ̃2(−2)(|α|Y 1−4κ)

1
2

+OM (min((|α|Y 1−4κ)−M , 1)).
(21)
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Above, ψ̃2 denotes the Mellin transform of ψ2. We will choose κ < 1/4 and so the error term
is negligible. The contribution of the second summand of (21) to the right hand side of (20) is
equal to

ν(ϕ)X5/6ψ̃2(−2)Y −2κ
∫

α∈R×
Vol

(
S(i)|α

)
dα = ν(ϕ)Vol(S(i))X5/6

∫
t>0

ψ2
( t

Y κ

)
t−2d×t,

where the equality follows from the definition of the Mellin transform. Finally, the contribution of
the first summand in (21) to (20) is

1
4
(
D+(ϕ, 1/2)V+(S(i)) +D−(ϕ, 1/2)V−(S(i))

)
X3/4, where

V±(S(i)) :=
∫

±α>0
Vol(S(i)|α) 1

|α|1/2dα.

Therefore, we have

I(2)(ϕ, Y ;κ) = ν(ϕ)Vol(S(i))X5/6
∫

t>0
ψ2
( t

Y κ

)
t−2d×t

+1
4
(
D+(ϕ, 1/2)V+(S(i)) +D−(ϕ, 1/2)V−(S(i))

)
X3/4

+O

(X2/3

m3 +X1/6
) ∑

0̸=|a|≪Y 1−4κ

supp(ϕ, a)
|a|

 .
(22)

We define the quantities

M
(i)
5/6(ϕ) := ν(ϕ)Vol(F)Vol(S(i))

σiVol(G0) ; M
(i)
3/4(ϕ) := D+(ϕ, 1/2)V+(S(i)) +D−(ϕ, 1/2)V−(S(i))

4σiVol(G0) .

Adding the right hand sides of (18) and (22) yields

N (i)(ϕ,X) = M
(i)
5/6(ϕ)X5/6 +M

(i)
3/4(ϕ)X3/4 +Oϵ(X2/3+ϵ +X2/3+κ/3 + E(ϕ;X;κ)), (23)

for every κ, where the error term E(ϕ;X) is given by

E(ϕ;X;κ) =
(X 2

3 + 2κ
3

m4 + X
1
2 + 4κ

3

m3 +X
4κ
3
)
supp(ϕ) +

(X 2
3

m3 +X
1
6
) ∑

0̸=a
|a|≪Y 1−4κ

supp(ϕ, a)
|a|

.

For any fixed m and ϕ, (23) holds for all positive X. This automatically implies that M (i)
1 (ϕ) and

M
(i)
2 (ϕ) are independent of the choice of G0.

We are now ready to prove the analogues, Theorems 2 and 6, of Shintani’s result in the case
of binary quartic forms.

Proof of Theorem 2: The theorem requires us to provide a secondary term in the estimate of
N (i)(ϕ,X) when ϕ(f) = 1 for all f . In this case, we have m = 1, ν(ϕ) = ν(a, ϕ) = 1 for all a and
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hence D±(ϕ, s) = ζ(s). The result now follows by taking κ = ϵ in (23) in conjunction with the
computations of M (i)

5/6(ϕ) and M
(i)
3/4(ϕ) in §8. 2

Proof of Theorem 6: For this result, we take m = ∏
p∈S p and write ϕ : V (Z/mZ) → R as∏

p∈S ϕp, where ϕp : V (Z/pZ) → R is the characteristic function of the set of elements having
splitting type σp. The value of the main term follows from (23). The value of the secondary term
follows in conjunction with the special values of D(ϕ, 1/2) computed in Table 2. The error term is
easily seen to also follow from (23). 2

Remark 4.10 We note that the error terms for Theorem 6 in the Σ-aspects can be improved using
the equidistribution results we prove in §6, specifically, Corollary 6.8. In fact, since the functions ϕp

under consideration are more than strongly invariant–they are invariant under multiplication by all
units (not merely squares) in Fp–we can get even better error bounds by improving Corollary 6.8.
Finally, for many applications, it is necessary to take ϕp to be certain natural linear combinations
of characteristic functions of elements with a particular splitting types. For such functions, it is
often the case that further cancellations in the Fourier transform, leading to further improvements
to the error terms, may be obtained. For some such examples, see [47], [33], [17], [7].

5 Constructing periodic approximations of local functions

In this section, we prove that mp and ℓp are and almost well approximated by periodic functions
(and well approximated except in the case of ℓ2). We do this by explicitly constructing the periodic
approximations m(k)

p and ℓ
(k)
p in §5.1 and §5.3, respectively. In §5.2, for p ≥ 5, we give a natural

interpretation of m(k)
p using the Bruhat–Tits tree of PGL2(Qp). Finally, at the end of §5.3, we

prove that ℓp/mp is large and almost well appoximated, and well approximated for p ≥ 3.

5.1 Approximating the number of PGL2(Zp)-orbits in a PGL2(Qp)-equivalence
class

Proposition 5.1 The function mp is well approximated by periodic functions.

Proof: For k ≥ 0, let C(k) = PGL2(Zp)
(

pk 0
0 1

)
PGL2(Zp) ⊂ PGL2(Qp), where we use the same

notation
(

pk 0
0 1

)
for an element in GL2(Qp) and its image in PGL2(Qp). Then it is well known

that PGL2(Qp) = ⊔
k≥0 C(k) and that the size of PGL2(Zp)\C(k) is finite for each k. For f ∈ V (Zp),

we put C(k)
f = {g ∈ C(k) | g · f ∈ V (Zp)} and define m(k)

p (f) to be the size of PGL2(Zp)\C(k)
f . Then

mp = ∑
k≥0m

(k)
p and m

(0)
p is identically 1.

We show that the function m
(k)
p is periodic with period p2k. Suppose f1, f2 ∈ V (Zp) are

congruent modulo p2k. We let h = f1 −f2 ∈ p2kV (Zp). For g ∈ C(k), g ·h ∈ V (Zp), so g ·f1 ∈ V (Zp)
if and only if g · f2 ∈ V (Zp). Therefore C(k)

f1
= C(k)

f2
, implying m(k)

p (f1) = m
(k)
p (f2).

Suppose that m(k)
p (f) ̸= 0. Then C(k)

f ̸= ∅. Take g = γ1

(
pk 0
0 1

)
γ2 ∈ C(k)

f , for elements

γ1, γ2 ∈ PGL2(Zp) and let f ′ = γ2f ∈ V (Zp). Then
(

pk 0
0 1

)
f ′ ∈ V (Zp). Let f ′ = (a0, b0, c0, d0, e0).
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Then
(

pk 0
0 1

)
f ′ = (a0/p

2k, b0/p
k, c0, d0p

k, e0p
2k) and so p2k | a0 and pk | b0. By (24), this implies

p2k | ∆(f ′). Therefore p2k | ∆(f) as well since ∆(f) = ∆(f ′). 2

5.2 Counting nodes in the Bruhat–Tits tree of PGL2(Qp)
Let p ≥ 5 be prime. In this subsection, which is unnecessary for the proofs of the main results, we
give an alternative and more natural description of m(k)

p in terms of the Bruhat–Tits tree T = (V,D)
of PGL2(Qp). Recall that T is an undirected simple graph whose nodes n ∈ V correspond to
homothety classes of lattices in Q2

p, where we recall that two lattices L1 and L2 are homothetic if
there exists θ ∈ Q×

p with θL1 = L2. Given a pair (L,L′) of lattices in Q2
p, there exist integers a

and b and a basis {v1, v2} of L such that {pav1, p
bv2} is a basis of L′. Then it is easy to check that

a and b are invariants of the pair (L,L′), and that |a− b| remains invariant even when we replace
L and L′ by homothetic lattices. This yields a function

inv : V × V → Z≥0.

Moreover, inv(n1, n2) = 0 if and only if n1 = n2. We say that two nodes n1, n2 ∈ V are neighbors
if inv(n1, n2) = 1, and there is an edge in D between two nodes if and only if they are neighbors.
It is well known that this set of vertices and edges makes T into a regular tree, where each vertex
has degree p+ 1. Furthermore, the distance between two nodes n1 and n2 is inv(n1, n2).

The group GL2(Qp) acts on the set of lattices in Q2
p via γ · L := {γv : v ∈ L}. This

action descends to an action of PGL2(Qp) on the set of homothety classes of lattices, and hence an
action of PGL2(Qp) on V. This action is transitive since the aforementioned action of GL2(Qp) is
transitive. Denote the node corresponding to the homothety class of the lattice Z2

p by o. Then it
is easy to see that the stabilizer in PGL2(Qp) of o is PGL2(Zp). This gives a bijection

Φ : PGL2(Qp)/PGL2(Zp) → V,

sending the PGL2(Zp)-orbit of γ ∈ PGL2(Qp) to the homothety class of γ · o. For an integer k ≥ 1,
let ok denote the node corresponding to the homothety class of pkZp ⊕ Zp. Then ok has distance
k from o. It is well known that PGL2(Zp) acts transitively on the set of nodes having distance k
from o, and hence every node having distance k from o is PGL2(Zp)-equivalent to ok.

To describe the connection between T and binary quartic forms, we define the following
notion: Denote the determinant of L by d(L). Then we say that f ∈ V (Qp) is integral-valued with
respect to L if d(L)2 | f(v) for every v ∈ L. Since this notion is homothety invariant, it descends
to a notion of f being integral valued with respect to nodes in V. We next prove that this notion
of integrality respects the action of PGL2(Qp).

Proposition 5.2 Let f ∈ V (Qp), n ∈ V and γ ∈ PGL2(Qp), be any elements. Then f is integral-
valued with respect to γ · n if and only if γ · f is integral with respect to n.

Proof: Let L ⊂ Q2
p and γ̃ ∈ GL2(Qp) be representatives of n and γ, respectively. By definition, γ ·f

is integral-valued with respect to n if and only if d(L)2 | (γ · f)(x, y) for every (x, y) ∈ L. However,
we have (γ · f)(x, y) = f((x, y) · γ̃)/(det(γ̃))2. Therefore, we have that γ · f is integral-valued with
respect to n if and only if (det(γ̃)d(L))2 | f(x, y) for every (x, y) ∈ γ̃L, which is true if and only if
f is integral-valued with respect to γ · n, as necessary. 2

We next have the following consequence describing the image of PGL2(Qp) under Φ.
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Corollary 5.3 Let f ∈ V (Qp) be any element. Then γ ∈ PGL2(Qp) belongs to PGL2(Qp)f

(equivalently, γ · f ∈ V (Zp)) if and only if f is integral with respect to Φ(γ).
Proof: We know that f is integral with respect to Φ(γ) = γ · o if and only if γ · f is integral with
respect to o which is true if and only if γ · f ∈ V (Zp) as necessary. 2

It is only here that we use p ≥ 5. It is needed since for p = 2 and p = 3, there exist elements
f ∈ V (Qp)\V (Zp) for which f(v) ∈ Zp for all v ∈ Zp.

Finally, denote the set of nodes in V with respect to which f ∈ V (Qp) is integral by
V(f). An immediate consequence of Corollary 5.3 is that mp(f) is equal to #V(f). For an integer
k ≥ 0, let Vk denote the set of nodes in V that have distance k from o. It is easy to check that
m

(k)
p = #(V(f) ∩ Vk).

5.3 Approximating local solubility

Let p be a prime and recall that we defined ℓp : V (Zp) → {0, 1} to be the characteristic function of
the set of elements in V (Zp) that are soluble. In this section, we prove that ℓp is well approximated
by periodic functions if p is odd, and is almost well approximated by periodic functions if p = 2.

We first show the following:

Proposition 5.4 Let k ≥ 0.
1. Suppose p is odd. If f ∈ V (Zp) is insoluble but there exist a soluble f0 ∈ V (Zp) such that

f ≡ f0 (mod p2k), then p2k+2 | ∆(f).

2. Suppose p = 2. If f ∈ V (Zp) is insoluble but there exist a soluble f0 ∈ V (Zp) such that f ≡ f0
(mod p2k+2), then p2k+2 | ∆(f).

For the proof, we begin with some preliminary results.
Lemma 5.5 Let g(x) ∈ Zp[x] and a ∈ Zp. Let λ = ordp(g(a)) and µ = ordp(g′(a)). If λ > 2µ,
then {g(a+ ξ) | ξ ∈ pλ−µZp} = pλZp.
This is a version of Hensel’s lemma. We have g(a+ ξ) = g(a) + ξg′(a) + ξ2h(a, ξ) for a polynomial
h(x, y) ∈ Zp[x, y], and the proof is standard with this identity. Next, we have the following lemma,
which will also be used in the next section, regarding congruences for the discriminant polynomial
∆(f) for f = (a, b, c, d, e) ∈ V :
Lemma 5.6 We have

∆(f) ≡ b2(c2d2 + 18bcde− 4bd3 − 4c3e− 27b2e2) (mod (ae, ad2)), (24)
∆(f) ≡ 4ac3(4ce− d2) (mod (a2, ab, b2)), (25)
∆(f) ≡ 0 (mod (a2, abc, abd, ac2, b4, b3d, b2c2)). (26)

This immediately follows from the concrete form the discriminant:

∆(f) =256a3e3

− 192a2bde2 − 128a2c2e2 + 144a2cd2e− 27a2d4

+ 144ab2ce2 − 6ab2d2e− 80abc2de+ 18abcd3 + 16ac4e− 4ac3d2

− 27b4e2 + 18b3cde− 4b3d3 − 4b2c3e+ b2c2d2.

As an immediate consequence, we obtain the following:
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Lemma 5.7 Let k ≥ 1. Suppose the coefficients of f(x, y) = ax4+bx3y+cx2y2+dxy3+ey4 ∈ V (Zp)
satisfy one of the following divisibility properties:

• p2k+1 | a, pk+1 | b, p | d, and p | e;

• p | b, p | c, pk | d, and p2k | e.

Then p2k+2 | ∆(f).

Proof: This follows from (24) and (26). Note that ∆(a, b, c, d, e) = ∆(e, d, c, b, a). 2

We now prove Proposition 5.4.
Proof: Recall from the proof of [14, Proposition 3.18] that if f is insoluble, the splitting type of
f (mod p) is either (1212), (22), (14) or (0). In particular p2 | ∆(f) so we have the assertion for
k = 0. For the rest of the proof we assume k ≥ 1. By suitably multiplying an element in Q×

p to the
variables and further transforming the variables by an elemnt in PGL2(Zp), we may assume that
e0 = f0(0, 1) is a squared element. Let f(x, y) = ax4 + bx3y + cx2y2 + dxy3 + ey4. Then e ≡ e0
(mod p2k). If p2k ∤ e0, then the congruence condition implies that e/e0 ∈ 1 + pZp if p is odd and
e/e0 ∈ 1 + 8Z2 if p = 2. In particular e/e0 = u2 for some u ∈ Z×

p and so e = u2e0 is a squared
element. This contradicts to f being not locally soluble. Thus p2k | e0 and so p2k | e. If pk ∤ d, then
Lemma 5.5 implies that f is locally soluble, again a contradiction. Thus pk | d.

Since f is insoluble, the splitting type of f (mod p) is either (1212), (22), (14) or (0). If
the splitting type is (22), then e = f(0, 1) must be in Z×

p , so this can not occur. If the splitting
type is either (14) or (0), then p | b and p | c, so by Lemma 5.7, p2k+2 | ∆(f) as needed. Suppose
the splitting type of f is (1212). Applying a PGL2(Zp)-transformation if necessary, we may assume
that the coefficientsof f satisfy p | a, p | b, p ∤ c, pk | d, and p2k | e. Since f is insoluble and
local solubility is a PGL2(Qp)-invariant property, it follows that f1 =

(
pk

1

)
f is insoluble. Now

the coefficients (a1, b1, c1, d1, e1) = (p2ka, pkb, c, d/pk, e/p2k) are all integral and satisfy p2k+1 | a1,
pk+1 | b1, and p ∤ c1. Since f1 is insoluble, the splitting type of f1 must again be (1212) (the
only other options, (122) or (1211), would imply that f1 is soluble). Therefore, applying another
PGL2(Zp)-transformation, we may assume that in addition we also have p | d1 and p | e1. Applying
Lemma 5.7, it follows that p2k+2 | ∆(f1) = ∆(f) as necessary. 2

We are now ready to prove the following:

Proposition 5.8 If p is an odd prime, then the function ℓp is well approximated by periodic func-
tions. If p = 2, then the function ℓp is almost well approximated by periodic functions.

Proof: Let k ≥ 0. For f ∈ V (Zp) \ {∆ = 0}, we let L(k)
p (f) = 0 if any g ∈ V (Zp) satisfying g ≡ f

(mod p2k) is not locally soluble, and L
(k)
p (f) = 1 otherwise. Then we define the functions ℓ(k)

p on
V (Zp) by setting ℓ(0)

p := L
(0)
p and ℓ(k)

p := L
(k)
p −L

(k−1)
p for k ≥ 1. By definition L(k)

p is periodic with
period p2k and is PGL2(Zp)-invariant, so is ℓ(k)

p . We show that ℓp is well approximated by ℓ(k)
p for

odd p, and almost well approximated by ℓ(k)
p for p = 2.

By definition, ℓ(0)
p = L

(0)
p is identically 1, and L

(k)
p (f) ≥ L

(k+1)
p (f) for all k and f . If f is

soluble then L(k)
p (f) = 1 for all k, meanwhile if f is insoluble and p2k+2 ∤ ∆(f), then Proposition 5.4

implies that L(k)
p (f) = 0 if p is odd, and L(k+1)

p (f) = 0 if p = 2. Thus limk→∞ L
(k)
p (f) = ℓp(f) for all

f ∈ V (Zp) \ {∆ = 0}. Let k ≥ 1, and suppose ℓ(k)
p (f) ̸= 0. This happens only when L

(k−1)
p (f) = 1
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and L
(k)
p (f) = 0. Then Proposition 5.4 implies that p2k | ∆(f) if p is odd, and p2k−2 | ∆(f) if

p = 2. 2

Finally, we deduce that ℓp/mp is well approximated for all odd primes, and almost well
approximated for p = 2. To do this, we prove that the product of two (almost) well approximated
functions is (almost) well approximated, and that under certain conditions, the inverse of a large
and (almost) well approximated function is also (almost) well approximated.

Lemma 5.9 Suppose that ϕ : V (Zp)\{∆ = 0} → R and ϕ′ : V (Zp)\{∆ = 0} → R are large and
(almost) well approximated. Then their product ϕϕ′ is also large and (almost) well approximated.

Suppose ϕ : V (Zp)\{∆ = 0} → R>0 is bounded away from 0, large and (almost) well
approximated via the series of functions ϕ(k). Let Φ(k) denote the partial sums of ϕ(k), i.e., Φ(k) :=∑k

n=0 ϕ
(k), and assume that the Φ(k) are also bounded away from 0 by an absolute constant. That

is, we have Φ(k)(f) ≥ c > 0 for all f , where c is an absolute constant. Then 1/ϕ is large and
(almost) well approximated.

Proof: We define the partial sums Φ(k) := ∑k
n=0 ϕ

(k) and Φ′(k) := ∑k
n=0 ϕ

′(k); define Ψ(k) :=
Φ(k)Φ′(k); and finally define ψ(0) to be identically 1 and ψ(k) := Ψ(k) − Ψ(k−1) for k ≥ 1. It is then
easy to check that ϕϕ′ is large and (almost) well approximated via the functions ψ(k).

Consider the functions Ψ(k) = (Φ(k))−1, and define ψ(0) to be identically 1, and ψ(k) :=
Ψ(k) − Ψ(k−1) for k ≥ 1. We claim that 1/ϕ is large and (almost) well approximated via the
functions ψ(k). Indeed, Properties (a) and (b) are immediately seen to be satisfied. To verify
Property (c) in the case when ϕ is well approximated, note that if f ∈ V (Z) is an element with
p2k ∤ ∆(f), then ϕ(k)(f) = 0, which implies that Φ(k)(f) = Φ(k−1)(f), which in turn implies that
ψ(k)(f) = 1/Φ(k)(f) − 1/Φ(k)(f) = 0 as necessary. The proof in the case when ϕ is almost well
approximated is identical. 2

Suppose χ : Z2
p\{∆ ̸= 0} → R is large and (almost) well approximated by periodic functions.

Then it is clear that the function Invχ := χ ◦ Inv : V (Zp)\{∆ = 0} → R is also (almost) well
approximated. Here, for a ring R, the function Inv : V (R) → R2 is defined by setting Inv(f) =
(I(f), J(f)). We then have the following consequence of Propositions 5.1, 5.8, and Lemma 5.9

Corollary 5.10 Let χ : Z2
p\{∆ ̸= 0} → R be (almost) well approximated by periodic functions.

Then Invχ · ℓp/mp is large and (almost) well approximated by periodic functions when p ≥ 3, and
almost well approximated when p = 2.

6 Density estimates and Fourier analysis on V (Z/nZ)
As we will see in §8, the error terms obtained in Section 4 are insufficiently strong for the pur-
poses of summing PGL2(Z)-orbits on irreducible binary quartic forms weighted by a locally well
approximated function. In fact, the obtained error terms in both the main body and the cuspidal
region are insufficiently strong. The main goals of this section are: 1: to prove that the previously
introduced Dirichlet series D±(ϕ, s) have analytic continuation to the left of ℜ(s) = 1, so as to show
that their values at 1/2 are well defined, and 2: to obtain cancellation in the Fourier transforms
of PGL2(Z/p2Z)-invariant functions on V (Z/p2Z). These results will then be combined in §8 with
equidistribution techniques to improve the main body count.
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This section is organized as follows. In Section 6.1, we obtain upper bounds on the density
of the set of elements in V (Zp) whose discriminants are divisible by p2k for k ≥ 1. This will allow
us to analytically continue the Dirichlet series D±(ϕ, s) to the left of ℜ(s) = 1. Then in Section
6.2, we obtain nontrivial cancellation in the Fourier transform of PGL2(Z/p2Z)-invariant functions
on V (Z/p2Z).

For a function ϕ : V (Zp) → R, similar to (8), we define

ν(ϕ) :=
∫

V (Zp)
ϕ(v)dv; νa(ϕ) :=

∫
Va(Zp)

ϕ(v)dv. (27)

Above, the measures dv are normalized so that V (Zp) and Va(Zp) have volume 1.

6.1 Bounds on the density of elements in V (Zp) with small discriminant

For k ≥ 1, let χp2k : V (Z/p2kZ) → R denote the characteristic function of any set of elements
f ∈ V (Z/p2kZ) with ∆(f) = 0. In this subsection, we begin by proving the following result.

Proposition 6.1 We have

ν(χp2) ≪ 1
p2 , ν(χp4) ≪ 1

p4 , ν(χp2k) ≪ k

p3k/2 ,

for k ≥ 3.

Proof: We begin with the case k ≥ 3. Fix 0 ̸= a ∈ Zp, and denote the set of binary quartic forms
f ∈ V (Zp) with a(f) = a by Va(Zp). Let Sa(2k) ⊂ Va(Zp) denote the set of elements f ∈ Va(Zp)
with p2k | ∆(f). To obtain a bound on the density of Sa(2k), we consider the map

mona : Va(Zp) → V1(Zp)
ax4 + bx3y + cx2y2 + dxy3 + ey4 7→ x4 + bx3y + acx2y2 + a2dxy3 + a3ey4.

The Jacobian change of variables of this map is clearly a6, and it is easily seen that ∆(mona(f)) =
a6∆(f). If pℓ ∥ a, then it follows that for g(x, y) ∈ mona(Sa(2k)), we have p2k+6ℓ | ∆(g). In
particular, we have mona(Sa(2k)) ⊂ S1(2k + 6ℓ).

It is proved in [1, Lemma 5.1] that the density of S1(2k + 6ℓ) is ≪ p−3k/2−9ℓ/2. We claim
that the density of mona(Sa(2k)) ⊂ S1(2k + 6ℓ) is in fact smaller, and bounded by ≪ p−3k/2−5ℓ.
For this, we use the additional fact that every f(x, y) ∈ mona(Sa(2k)) has x2y2-coefficient divisible
by pℓ. The set S1(2k+6ℓ) is preserved by the transformation f(x, y) 7→ f(x+ry, y) for any r ∈ Zp.
This yields a surjective map Zp × S

(0)
1 (2k + 6ℓ) → S1(2k + 6ℓ), where S(0)

1 (2k + 6ℓ) is the set of
elements in S1(2k + 6ℓ) whose x3y-coefficient belongs to {0, 1, 2, 3}. The density of S(0)

1 (2k + 6ℓ)
satisfies the same bound as the density of S1(2k + 6ℓ), and is thus ≪ p−3k/2−9ℓ/2. We have the
following lemma

Lemma 6.2 Fix any f(x, y) ∈ S
(0)
1 (2k + 6ℓ). Then the density of r ∈ Zp such that f(x + ry, y)

belongs to mona(Sa(2k)) is ≪ p−ℓ/2.

Proof: We prove the lemma in the case when the x4y-coefficient is 0; the other cases are identical.
In this case, we need to upper bound the set of r ∈ Zp such that pℓ | (6r2 + c) for any fixed c ∈ Zp,
and the set of such r clearly has density ≪ p−ℓ/2. 2
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We therefore have

ν(Sa(2k)) = p6ℓν(mona(Sa(2k))) ≪ p6ℓp−ℓ/2ν(S(0)
1 (2k + 6ℓ)) ≪ p6ℓp−ℓ/2p−3k/2−9ℓ/2 = pℓ−3k/2.

The required result (for k ≥ 3) follows immediately by integrating over a.

For k = 2 and k = 3, it is sufficient to bound the densities of the sets Tδ := {f ∈ V (Zp) :
pδ ∥ ∆(f)} for δ = 2, 3, 4, and 5. For this, we use the Jacobian change of variables formula of [14,
Proposition 3.11] (also stated in Proposition 8.3) to obtain

ν(Tδ) ≪
∫

(I,J)∈Z2
p

pδ∥∆(I,J)

#Inv−1(I, J)
PGL2(Zp) dIdJ. (28)

Let gI,J denote the monic cubic polynomial with invariants I and J , and let RI,J denote the
corresponding cubic ring. Let QI,J denote the set of quartic algebras over Zp with resolvent RI,J .
We have the following result regarding the size of QI,J .

Lemma 6.3 We have
#Inv−1(I, J)

PGL2(Zp) ≤ #StabGL2(Zp)(gI,J)#QI,J .

Proof: The set QI,J is in bijection with GL2(Zp)×SL3(Zp)-orbits on the set SI,J of pairs (A,B) ∈
W (Zp) such that the ring associated to 4 det(Ax−By) is RI,J . The map ι defined in (11) gives an
injection from Inv−1(I, J) to SI,J . Since PGL2 is isomorphic to SOA0 (see the discussion following
the definition of ι) this induces an injection PGL2(Zp)\Inv−1(I, J) → SL3(Zp)\SI,J . Moreover,
the image of this injection is contained in S′

I,J , the set of pairs (A,B) ∈ SI,J with monic cubic
resolvent. The lemma follows since it is easy to see that the size of a set of GL2(Zp)-equivalent
elements in SL3(Zp)\S′

I,J is bounded by #StabGL2(Zp)(gI,J). 2

Set KI,J := RI,J ⊗Qp, and note that there are O(1) étale quartic algebras K4 over Qp with
resolvent KI,J . Then every element in QI,J is a suborder in some such K4 having index ≤ p2, and
index ≤ p if ∆(K4) ≥ p2. (This latter condition follows since we are assuming that δ ≤ 5.) The
previously used result of Nakagawa [36, Theorem 1] implies that there are O(1) such suborders
in K4. The result now follows from (28) in conjunction with [43, Proposition 3.8], which upper
bounds the density of pairs (A,B) such that pδ | ∆(x3 + Ax+B) by O(p−2) when δ = 2 or δ = 3
and by O(p−4) when δ = 4 or δ = 5. 2

We now collect several consequences of Proposition 6.1. The most important of these is the
analytic continuation of D(ϕ, s) for large and locally well approximated functions ϕ : V (Z) → R.
To establish this continuation, we need the following lemma.

Lemma 6.4 Fix an integer k ≥ 1 and an element a ∈ Z/p2kZ. We write a = upℓ, where u ∈
Z/p2kZ is a unit and ℓ ≤ 2k. Then we have the following bounds.

νu(χp2), νup(χp2) ≪ 1
p2 , νup2(χp2) ≪ 1

p
, νupℓ(χp4) ≪ 1

p4−ℓ
, νupℓ(χp2k) ≪ min

( k

p3k/2−ℓ
, 1
)
,

for k ≥ 3.
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Proof: The bound on νu(χp2) follows from an analysis of the possible splitting types, while the last
two bounds are a direct consequence of Proposition 6.1. We consider the remaining two bounds.

We first consider νup2(χp2). Let f = (a, b, c, d, e) ∈ V (Zp) and assume p2 | a Then by (24),

∆(f) ≡ b2(c2d2 + 18bcde− 4bd3 − 4c3e− 27b2e2) (mod p2).

Note that ∆3 := c2d2 + 18bcde− 4bd3 − 4c3e− 27b2e2 is the discriminant of bx3 + cx2y+dxy2 + ey3.
The density of (b, c, d, e) ∈ Z4

p with p2 | b2 is O(p−1), while with p2 | ∆3 is O(p−2), as desired.
Finally we consider νup(χp2). Let f = (a, b, c, d, e) ∈ V (Zp) with a = up for some u ∈ Z×

p ,
and assume p2 | ∆(f). Then (f (mod p)) ∈ V (Fp) has a multiple root in P1. Note that (1 : 0) ∈
P1(Fp) is a root. Suppose (1 : 0) is a multiple root. Then p | b. Thus by (25),

∆(f) ≡ 4ac3(4ce− d2) (mod p2).

Thus p2 | ∆(f) if and only if p | c or p | (4ce − d2). The (b, c, d, e) ∈ Z4
p satisfying the conditions

have density O(p−2) as desired. Suppose (1 : 0) ∈ P1(Fp) is a simple root. Then (f (mod p)) has
one multiple root in P1(Fp). Further suppose that the multiple root is (0 : 1). Then p | d and p | e.
Thus by (25) with ∆(a, b, c, d, e) = ∆(e, d, c, b, a), we have

∆(f) ≡ −4b2c3e (mod p2).

So p2 | ∆(f) if and only if p2 | e or p | bc. The density of (b, c, d, e) ∈ Z4
p satisfying the conditions is

O(p−3). There are p possibilities for the multiple root of (f (mod p)), and the densities all coincide.
Thus the total density of (b, c, d, e) ∈ Z4

p for p2 | ∆(f) is O(p−2), completing the proof. 2

Let ϕ : V (Z) → R be a large and locally well approximated function via ϕ(·) = ∑
n ϕ(n; ·).

We clearly have the equality D±(ϕ, s) = ∑
nD

±(ϕ(n; ·), s) in the region ℜ(s) > 1 of absolute
convergence. Recall that ϕ(n; ·) is defined by congruence conditions modulo n2, and is supported
on the set of elements f ∈ V (Zp) satisfying n2 | c∆(f), for some positive integer c. We have the
following result on D(ϕ(n; ·), s):

Proposition 6.5 Keep the above notation. The functions D±(ϕ(n; ·), s) have analytic continuation
to the whole plane, with at most a simple pole at s = 1 with residue rn = ν(ϕ(n; ·)). Moreover, we
have the bound ∣∣∣∣ D±(ϕ(n; ·), s) − rn

s− 1

∣∣∣∣ ≪ϵ
nϵ

n
3/2+σ/2
1 n4σ

2 m
1/3+σ/6
3

(1 + |t|), (29)

for s = σ + it with σ > 1/3, where we write n = n1n
2
2m3 with n1 and n2 squarefree, m3 cubefull

(p | m3 implies p3 | m3), and n1, n2, m3 pairwise relatively prime.

Proof: We write ψ := ϕ(n, ·). We break up the Dirichlet series into summands corresponding to
each divisor d of n2:

D±(ψ, s) =
∑
a≥1

ν±a(ψ)
as

=
∑
d|n2

∑
a≥1

(a,n2)=d

ν±a(ψ)
as

=
∑
d|n2

1
ds

∑
a≥1

(a,n2)=1

ν±ad(ψ)
as

.

Since ψ is PGL2(Z/n2Z) invariant, it follows that ν±a(ψ) = ν±u2a(ψ) for each u ∈ Z with (u, n2) =
1. It follows that for any d, the value of ν±ad(ψ) only depends on the residue class of a modulo
n2/d. Moreover, the inner product of ν(ψ|ad) with a character χ of (Z/(n2/d)Z)× is 0 unless χ is
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quadratic. Therefore, each summand in the rightmost term of the above equation is a weighted sum
of O(nϵ) quadratic Dirichlet L-functions L(s, χ), where χ is a quadratic character on (Z/(n2/d)Z)×.
The analytic continuation of D±(ψ, s) follows immediately.

To prove the bound, we start with observing that when χ is a (quadratic) character on
(Z/(n2/d)Z)×, the conductor of L(s, χ) is ≪ rad(n2/d), where rad denotes the radical function.
Applying the convexity bound, we obtain for s = σ + it with σ ∈ (0, 1 − δ) for any positive δ, the
following estimate:∣∣∣ ∑

a≥1
(a,n2)=1

ν±ad(ψ)
as

∣∣∣ ≪ϵ maxa|ν±ad(ψ)|rad(n2/d)1/2−σ/2+ϵ(1 + |t|).

Next, we bound maxa|ν±ad(ψ)| using Lemma 6.4. As above, we write n = n1n
2
2m3. We also write

d = d1d2d3, where d1 | n2
1, d2 | n4

2, and d3 | m2
3. Therefore, we have

1
dσ

maxa|ν±ad(ψ)|rad(n2/d)1/2−σ/2+ϵ

≪ϵ n
ϵ
( ∏

p2|d1

p−1−2σ
∏

p|n2
1/d1

p−3/2−σ/2
)

·
(d1−σ

2
n4

2

∏
p|n4

2/d2

p1/2−σ/2
)

· d−σ
3 min

( d3

m
3/2
3

, 1
)
m

(1−σ)/6
3

≪ϵ
nϵ

n
3/2+σ/2
1 n4σ

2 m
1/3+σ/6
3

,

where the last estimate follows from a straightforward check. The result now follows noting that
the number of divisors of n2 is bounded by Oϵ(nϵ). 2

The above proposition has the following immediate corollary, which follows by noting that
the sum over n of the right hand side in (29) converges absolutely for σ > 1/3 and that the sum of
the residues rn(= ν(ϕ(n; ·)) also converges absolutely.

Corollary 6.6 Let ϕ : V (Z) → R be a large and locally well approximated function. Then D±(ϕ, s)
has an analytic continuation to ℜ(s) > 1/3 with only a possible simple pole at s = 1. In particular,
the value of D(ϕ, 1/2) is well defined.

6.2 Equidistribution of strongly invariant sets in V (Z/p2Z)
For a positive integer n, and a function ϕ : V (Z/nZ) → C, let ϕ̂ : V ∗(Z/nZ) → C be its Fourier
transform normalized as follows:

ϕ̂(h) = 1
n5

∑
f∈V (Z/nZ)

ϕ(f)e
( [f, h]

n

)
= 1
n5

∑
f∈V (Z/nZ)

ϕ(f) exp
(2πi[f, h]

n

)
, (30)

where [·, ·] is the natural bilinear form V (Z/nZ) × V ∗(Z/nZ) → Z/nZ. For the rest of the section,
we take n = pk to be a prime power. We need our result only for k = 2, but since the argument is
identical we work for general k. Let S ⊂ V (Z/nZ) be a strongly invariant set, i.e., its characteristic
function χS is strongly invariant. Clearly we have χ̂S(0) = |S|/n5 and we have the “trivial” bound
|χ̂S(h)| ≤ |S|/n5 for any h ∈ V ∗(Z/nZ). (In fact, these trivial bounds clearly hold for every subset
S.) The first result of this subsection improves upon this trivial bound for strongly invariant sets
in V (Z/pkZ) not intersecting pV (Z/pkZ). To simplify notation for the next proposition, we write
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V , V ∗, GL1, PGL2 for V (Z/pkZ), V ∗(Z/pkZ), GL1(Z/pkZ), and PGL2(Z/pkZ), respectively. We
state the result in terms of bounding the orbital exponential sum Gpk(f, h) associated to f ∈ V and
h ∈ V ∗ defined as

Gpk(f, h) := 1
|GL1||PGL2|

∑
t∈GL1

∑
g∈PGL2

exp
(
2πi · t

2[gf, h]
pk

)
. (31)

Then we prove the following proposition.

Proposition 6.7 Let notation be as above, and let f ∈ V be an element which is not a multiple
of p. Then we have

Gpk(f, h) ≪


1 h = 0,
p−1/2 h ∈ pk−1V ∗, h ̸= 0,
p−1 h /∈ pk−1V ∗.

(32)

Proof: The classical quadratic Gauss sum is defined by

Qpk(a) := 1
|GL1|

∑
t∈GL1

exp
(
2πi · t

2a

pk

)
, a ∈ Z/pkZ. (33)

The explicit formula of the quadratic Gauss sum is well known. In particular, we have

Qpk(a) ≪


1 a = 0,
p−1/2 pk−1 | a, a ̸= 0,
p−1 pk−1 ∤ a.

(34)

Then by definition, the orbital exponential sum is expressed as

Gpk(f, h) = 1
|PGL2|

∑
g∈PGL2

Qpk

(
[gf, h]

)
. (35)

For simplicity we first consider the case h /∈ pV ∗. We show that except for O(p−1)-proposition of g in
PGL2, [gf, h] is not divisible by p. Then (34) implies that Gpk(f, h) ≪ p−1. To study [gf, h], it will
be convenient to have an explicit description of V ∗. Since the estimate (32) holds automatically
for p = 2, 3, we assume p ̸= 2, 3. For f = (f0, f1, f2, f3, f4), h = (h0, h1, h2, h3, h4) ∈ V , let
[f, h] = f0h0 + 4−1f1h1 + 6−1f2h2 + 4−1f3h3 + f4h4. This bilinear form is PGL2-invariant in the
sense that [gf, h] = [f, gTh] holds for all f, h ∈ V and g ∈ PGL2, where gT is the matrix transpose
of g. Via the map V ∋ h 7→ [·, h] ∈ V ∗ we identify V ∗ with V , and regard h as an element in V .

Let PGL•
2 ⊂ PGL2 consists of elements whose (1, 2)-entry (i.e., the upper right entry) is in

(Z/pkZ)×. Then the proportion of elements g ∈ PGL2 not in PGL•
2 is O(p−1), and hence has a

negligible contribution to (32). Any g ∈ PGL•
2 is expressed uniquely in the form

g = lmaswln :=
(

1 0
m 1

)(
s 0
0 1

)(
0 1
1 0

)(
1 0
n 1

)

for m,n ∈ Z/pkZ and s ∈ (Z/pkZ)×. We consider [gf, h] = [aswlnf, l
T
mh]. The x4-coefficient of

wlnf is (wlnf)(1, 0) = f(n, 1), and the x4-coefficient of lTmh is (lTmh)(1, 0) = h(1,m). Therefore, we
have

[gf, h] = 1
s2 (f(n, 1)h(1,m)s4 + pm,n(s)). (36)
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for a degree ≤ 3 polynomial pm,n(s) in s with coefficients in (Z/pkZ)[m,n]. Since f (mod p) and
h (mod p) are both not the zero form by our assumption, they have at most 4 roots in P1(Fp).
Therefore, except for O(p−1)-propotion of g, f(n, 1)h(1,m) is not divisible by p. For such majority
of g, the reduction modulo p of the polynomial of s in (36) is of degree 4, and has at most 4 roots
in Fp. Therefore, except for O(p−1)-propotion of s (and hence of g), [gf, h] is not divisible by p.
This finishes the proof of (32) for h /∈ pV .

This argument works for general h ̸= 0: Let us write h = plh′, where l < k and not all the
coefficients of h′ are divisible by p. Then [gf, h] = pl[gf, h′]. (Here h′ is well defined as an element
in V (Z/pk−lZ) and we also regard [gf, h′] ∈ Z/pk−lZ.) Exactly by the same argument, we confirm
that except for O(p−1)-proportion of g, [gf, h′] is not divisible by p. Thus again (34) implies (32),
concluding the proof of the proposition. 2

Proposition 6.7 combined with the first bound of Proposition 6.1 immediately implies the
following result.

Corollary 6.8 Let p be a prime, and let ϕ : V (Z/p2Z) → R be a strongly invariant bounded
function whose support is contained within the set of elements f ∈ V (Z/p2Z) with ∆(f) = 0. Then
we have

ϕ̂(0) ≪ 1
p2 , ϕ̂(ph) ≪ 1

p2+1/2 , ϕ̂(h) ≪ 1
p3 ,

for h ∈ V ∗(Z/p2Z), h /∈ pV ∗(Z/p2Z).

7 Uniformity estimates

Recall that for a positive integer m, the set of generic elements in V (Z) whose discriminants are
divisible by m2 is denoted by Wm. In this section, we prove Theorem 3 by giving a bound for the
number of PGL2(Z)-orbits on Wm (on average over m) having bounded height.

7.1 Fibering over quartic fields

Let f ∈ V (Z) be an integral binary quartic form, and let (Qf , Cf , αf ) be the triple corresponding
to the PGL2(Z)-orbit of f under the bijction of Theorem 3.8. If f is generic, then Qf and Cf are
integral domains, and thus are orders in a quartic field and a cubic field, respectively. We define Lf

to be Qf ⊗Q, and let Of denote the maximal order in Lf . Let Rf be the (unique) cubic resolvent
ring of Of . Define the index ind(f) of f to be the index of Qf in Of (equivalently, the index of Cf

in Rf ), and define the strongly divisible factor sd(f) of f to be the product of primes p such that
p2 | ∆(Of ). For positive integers m1 and m2 we define

Wm1,m2 :=
{
f ∈ Wm1m2 : m1 | ind(f), m2 | sd(f)

}
.

For positive real numbers M1 and M2, let N(X;M1,M2) denote the following quantity:

N(X;M1,M2) :=
∑

m1∈[M1,2M1]
m2≥M2

|µ(m2)|#{f ∈ Wm1,m2 : H(f) < X}
PGL2(Z) . (37)

Note that ∆(f)/(ind(f)2sd(f)2) = ∆(Of )/sd(f)2 is squarefree upto some bounded product C6 of
2’s and 3’s. As a consequence, we have the inclusion Wm ⊂

⋃
m|C6m1m2 Wm1,m2 , where the m2 are
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squarefree. Therefore, for a real number M > 1, we have∑
m≥M

#{f ∈ Wm : H(f) < X}
PGL2(Z) ≪

∑
2k=M1≤X1/2

M2=M/(2C6M1)

N(X;M1,M2), (38)

where M1 ranges over powers of 2 betewen 1 and X1/2, while M2 = M/(2C6M1). In particular,
the sum over M1,M2 has length O(log(X)).

We repackage the count N(X;M1,M2) by fibering over maximal quartic orders. To this
end, let V (Z)gen

H<X denote the set of generic elements in V (Z) having height less than X. We
consider the map

ΨX : PGL2(Z)\V (Z)gen
H<X → {maximal quartic order with its (unique) cubic resolvent order}

f 7→ (Of , Rf ).
(39)

The ring Cf is a monogenized cubic subring of Rf , with monogenizer αf ∈ Rf . For a cubic ring R,
we let Rred denote the set of elements α ∈ R such that Tr(α) ∈ {−1, 0, 1}. Since the monogenizer
of Cf is defined upto addition by an element of Z, we may in fact assume that αf ∈ Rred

f . We
introduce a height on Rf by setting h(α) := max(|α′|v), where α′ is the unique Z-translate of α
with α′ ∈ Rred, and v ranges over the archimedian valuations of K = C ⊗ Q; when v is a complex
place, we take |x|v to be the absolute value of x. (An equivalent height is to take the length of α′

in Rf ⊗Z R.) A standard computation reveals that we have h(αf ) ≪ H(f)1/6.
We study the fibers of the map (39). Clearly, we have an injection

Ψ−1
X (O, R) ↪→

{
(Q,α) : Q ⊂ O, α ∈ Rred, h(α) ≪ X1/6, [O : Q] = [R : Z[α]]

}
. (40)

In fact, the above map remains an injection even if we also specify that Z[α] is a cubic resolvent ring
of Q. However, we will not be using this fact in our estimates. Recall that by Bhargava’s work [8],
the set of pairs (O, R), where O is quartic ring, and R is a cubic resolvent ring of O, is in bijection
with GL2(Z) × SL3(Z)-orbits on W (Z). We denote the set of elements in W (Z) corresponding to
pairs (O, R), where O is a maximal integral domain and R is an integral domain, by W (Z)mg. For
(A,B) ∈ W (Z)mg, let wX(A,B) to be the size of the right hand side of (40), where (where (A,B)
to the pair of rings (O, R). For positive real numbers Y and M2, let SW (Y,M2) denote the set of
GL2(Z) × SL3(Z)-orbits on the set of elements (A,B) ∈ W (Z)mg such that |∆(A,B)| ≪ Y , and
m2

2 | ∆(A,B) for some squarefree positive integer m2 ≥ M2. Then we have the following result.

Proposition 7.1 With notation as above, we have

N(X;M1,M2) ≪
∑

(A,B)∈SW (X/M2
1 ,M2)

wX(A,B). (41)

Proof: For integers m1 > M1 and m2 > M2 Let f ∈ Wm1,m2 be a binary quartic form with H(f) ≤
X. Note that we have |∆(Qf )| = |∆(f)| ≪ H(f). Hence, we have |∆(Rf )| = |∆(Of )| ≪ X/M2

1 ,
and moreover, m2

2 | ∆(Of ). Hence, (Of , Rf ) ∈ SW (X/M2
1 ,M2). Therefore, we have

N(X;M1,M2) ≪
∑

(A,B)∈SW (X/M2
1 ,M2)

#Ψ−1
X (A,B) ≪

∑
(A,B)∈SW (X/M2

1 ,M2)
wX(A,B),

as needed. 2
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7.2 Preliminary results on cubic rings

Evaluating wX(A,B) requires counting elements α ∈ Rred, where R is a cubic ring. To this end,
we collect some basic results on cubic rings and their shapes.

We begin by introducing some notation. Let g be an irreducible integral binary cubic form,
whose GL2(Z)-orbit corresponds to the cubic order R under the Dalone–Faddeev parametrization.
Let K denote the fraction field of R. We identify R ⊗ R with R3 by choosing the isomorphism
C ∼= R2 given by a+ ib 7→ (a+ b, a− b) when K is complex. The embedding R → R ⊗ R maps R
into a lattice. Denote the lengths of successive minima of this lattice by 1 (corresponding the to
element 1 ∈ R), ℓ1(R), and ℓ2(R). (Here, we have normalized the length on R⊗R such that 1 ∈ R
has length 1 in R ⊗ R.) We define the skewness of R to be sk(R) := ℓ2(R)/ℓ1(R). We begin with
the following lemma.

Lemma 7.2 Let R be a cubic order. Then we have

ℓ1(R) ≍ |Disc(R)| 1
4

sk(R) 1
2

; ℓ2(R) ≍ |Disc(R)|
1
4 sk(R)

1
2 ; ℓ2(R) ≪ ℓ1(R)2; 1 ≤ sk(R) ≪ |Disc(R)|

1
6 .

Proof: First note that by Minkowski’s theorem, we have ℓ1(R)ℓ2(R) ≍
√

|Disc(R)|. The first two
claims follow immediately from this and the definition of sk(R). Suppose β ∈ R\Z is the element
having length ℓ1(C). Then β2 has length ≍ ℓ21(R). Since ℓ2(R) is the second successsive minima,
we have ℓ1(R)2 ≫ ℓ2(R), which yields the third claim. The final claim is a consequence of the first
three claims. 2

Next, recall that an integral irreducible binary cubic form g(x, y) ∈ U(Z) corresponds to
a cubic order R, together with a basis {β1, β2} of R/Z. We say that g(x, y) is almost Minkowski
reduced if the basis {β1, β2} is almost Minkowski reduced, where we say that some set of linearly
independent vectors in Rn is almost Minkowski reduced if the angles between every pair of them
is bounded below by a positive absolute constant. Note that if {1, β1, β2} is an almost Minkowski
reduced basis of R, then {β1, β2} is an almost Minkowski reduced basis of R/Z. Conversely, if
{β1, β2} is an almost Minkowski reduced basis of R/Z, then β1 and β2 admit lifts to β1 and β2,
respectively, such that {1, β1, β2} is an almost Minkowski reduced basis of R. Indeed, to ensure
this, β1 and β2 should simply be taken to be elements in Rred.

The notion of being almost Minkowsky reduced can be generalized to elements of U(R):
Namely, given h(x, y) ∈ U(R) with nonzero discriminant, an analogue of the Delone–Faddeev
parametrization over R (see for example [12]) yields an étale cubic algebra Rh over R along with
a basis {β1, β2} for Rh/R. The space Rh/R can be naturally identified with the set of traceless
elements in Rh, and this identification allows us to restrict the standard norm and inner product
on R3 to Rh/R. We say that h(x, y) is almost Minkowski reduced if {β1, β2} is almost Minkowski
reduced. We define sk(h) to be |β1|/|β2|, and note that if h(x, y) ∈ U(Z), corresponding to the
cubic order R, is almost Minkowski reduced, then sk(h) ≍ sk(R). We now have the following result.

Lemma 7.3 Let B ⊂ U(R) be a bounded set whose boundary does not intersect the discriminant
zero locus. Then every element in F ·B is almost Minkowski reduced. Moreover, for γ = utk ∈ F
and h ∈ B, we have sk(γ · h) ≍ t2.

Proof: We start by noting three facts. First, the assumptions on B ensure that the angles between
the two basis vectors corresponding to each element of B are uniformly bounded away from 0. Hence
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every element in B is almost Minkowski reduced. Second, let γ ∈ GL2(R) and let h(x, y) ∈ U(R) be
an element corresponding to the basis {β1, β2} of Rh. Then {γβ1, γβ2} is the basis corresponding
to γ ·h. Third, if {β1, β2} is almost Minkowski reduced, then so is {γβ1, γβ2} for every γ ∈ F . The
first assertion follows from these three facts. The second assertion is an immediate consequence of
the second fact. 2

We conclude this subsection by explaining how these results can be used to help evaluate the
right hand side of (41). Let g(x, y) be an irreducible integral binary cubic form corresponding to the
cubic order R be a cubic order and basis {1, β1, β2}, with β1, β2 ∈ Rred. There is a natural bijection
between Rred and Z2, where we map (r, s) ∈ Z2 to the unique Z-translate α of rβ1 + sβ2 such that
Tr(α) ∈ {−1, 0, 1}. Suppose the basis {1, β1, β2} is almost Minkowsky reduced. Then the condition
h(α) ≪ X1/6 translates to |r| ≪ X1/6/ℓ1(R) and |s| ≪ X1/6/ℓ2(R). Suppose (A,B) ∈ W (Z)mg

with cubic resolvent g(x, y) corresponds to the pair (O, R). Assume that g(x, y) corresponds to an
almost Minkowski reduced basis {1, β1, β2} of R. The quantity wX(A,B) is equal to the number
of pairs (Q,α), where Q is a suborder of O, α ∈ R with h(α) ≪ X1/6 and [O : Q] = [R : Z[α]].
The height condition implies that there exist integers r1 and r2 with |r1| ≪ X1/6/ℓ1(R) and
|r2| ≪ X1/6/ℓ2(R) such that α = r1β1 + r2β2 + n for some integer n. Moreover, since g(x, y) is the
index form on R/Z, it follows that [R : Z[α]] = |g(r1, r2)|. Therefore, with notation as above, we
have the following bound:

wX(A,B) ≪
∑

(r1,r2)∈Z2

|r1|≪X1/6/ℓ1(R)
|r2|≪X1/6/ℓ2(R)

#{Q ⊂ O : [O : Q] = |g(r1, r2)|}. (42)

We turn now to the right hand side of (41). It is necessary to sum over (A,B) ∈ SW (X/M2
1 ,M2).

Such an element (A,B) corresponds to a pair (O, R), where O is a maximal quartic order, and R
is the cubic resolvent of O. We will break the ranges of the possible values of |∆(R)| and sk(R)
into dyadic ranges. By Lemma 7.2, a pair of such dyadic ranges [Y, 2Y ] and [Z, 2Z] determines the
sizes of ℓ1(R) and ℓ2(R) up to absolutely bounded multiplicative constants. Furthermore, Y will
be bounded above by X/M2

1 .
Let SW (Y,Z;M2) denote the set of GL2(Z) × SL3(Z)-orbits on the set of elements (A,B) ∈

W (Z)mg, corresponding to (O, R), such that Y ≤ |∆(A,B)| < 2Y , Z ≤ sk(R) < 2Z, and the
discriminant of (A,B) is strongly divisible by m2

2 for some squarefree positive integer m2 ≥ M2.
Then an application of Bhargava’s averaging method in [9] yields an absolutely bounded ball
B ⊂ W (R), with support bounded away from the discriminant-0 locus of W (R), such that∑

(A,B)∈SW (Y,Z;M2)
wX(A,B) ≪

∫
λ≍Y 1/12

t≍Z1/2
s1,s2≫1

( ∑
(A,B)∈(t,s)λB∩W (Z)mg

M2

wX(A,B)
)d×sd×td×λ

s6
1s

6
2t

2 , (43)

where s = (s1, s2), d×s := d×s1d
×s2, (t, s1, s2) is the diagonal element (g2, g3) ∈ GL2(R) × SL3(R)

with g2 = diag(t−1, t) and g3 = diag(s−2
1 s−1

2 , s1s
−1
2 , s1s

2
2), and W (Z)mg

M2
denotes the subset of

W (Z)mg whose discriminants are strongly divisible by m2
2 for some squarefree m2 ≥ M2. In the

next subsection, we use (42) and (43) to obtain the uniformity estimate.

7.3 Bounds in the small Y range

Let X, Y , and Z be positive real numbers with Y ≪ X/M2
1 and Z ≪ Y 1/6. (This bound on Z

comes from Lemma 7.2.) In this subsection, we will break up our uniformity estimate into three
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parts (the sum over r1, r2 with r1r2 ̸= 0, the sum over r2 with r1 = 0, and the sum over r1 with
r2 = 0). For the first two parts to be nonzero, we will show that we must have Y ≪ X2/3. In this
subsection, we obtain bounds on these two parts.

We begin with the following lemma. Recall that we define N(k) for positive integers k in
Proposition 4.4. For convenience we define it for negative integers k in the same manner. In the
sequel we use the following bound.

Lemma 7.4 We have ∑
0̸=|d|≪D
0̸=|r|≪R

N(dr3) ≪ϵ D
1+ϵR2+ϵ.

The above lemma follows from standard methods, and we omit the proof.
For λ ≍ Y 1/12, t ≍ Z1/2, and s1, s2 ≫ 1, the cubic resolvent ring R associated to every

element in (t, s1, s2)λB ∩W (Z)mg satisfies (by design) |∆(R)| ≍ Y and sk(R) ≍ Z. Therefore, from
Lemma 7.2, we also have ℓ1(R) ≍ Y 1/4/Z1/2 and ℓ2(R) ≍ Y 1/4Z1/2. We define the quantities

R1 := X1/6Z1/2/Y 1/4; R2 := X1/6/(Y 1/4Z1/2). (44)

Then the ranges of |r1| and |r2| in the right hand side of (42), for every (A,B) ∈ (t, s1, s2)λB ∩
W (Z)mg, are |r1| ≪ R1 and |r2| ≪ R2.

We define the functions w(1)
X , w(2)

X and w
(3)
X from W (Z)mg → R by

w
(1)
X (A,B) =

∑
r1r2 ̸=0
ri≪Ri

N(g(r1, r2)), w
(2)
X (A,B) =

∑
r2≪R2

N(g(0, r2)), w
(3)
X (A,B) =

∑
r1≪R1

N(g(r1, 0))

where g(x, y) is the cubic resolvent form corresponding to (A,B) and the sum is over integers r1
and r2, not both zero. By Proposition 4.4, we have

wX(A,B) ≪ϵ X
ϵ
(
w

(1)
X (A,B) + w

(2)
X (A,B) + w

(3)
X (A,B)

)
. (45)

Bounding the contribution of w(1)
X (A,B)

Let X, Y , and Z be fixed, and take λ ≍ Y 1/12, t ≍ Z1/2, and s1, s2 ≫ 1. Set s = (s1, s2). For∑
(A,B)∈(t,s)λB∩W (Z)mg

w
(1)
X (A,B) (46)

to be nonzero, we must have R2 ≫ 1, which in turn implies X1/6 ≫ Y 1/4Z1/2. Thus, only pairs
(A,B) with ∆(A,B) ≪ X2/3 are being counted. With such a strong bound on the discriminant,
we will not need any savings from the fact that only pairs (A,B) whose discriminants are strongly
divisible by some m2

2 (with m2 > M2) are being counted.
Fix an element (A,B) ∈ (t, s)λB, and let g(x, y) = ax3 + bx2y+ cxy2 + dy3 denote its cubic

resolvent form. The coefficients of g(x, y) and the values of g(r1, r2), for |r1| ≪ R1 and |r2| ≪ R2,
satisfy the following bound:

|a| ≪ Y 1/4

Z3/2 ; |b| ≪ Y 1/4

Z1/2 ; |c| ≪ Y 1/4Z1/2; |d| ≪ Y 1/4Z3/2; |g(r1, r2)| ≪ X1/2

Y 1/2 . (47)
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We denote the coefficients of elements (A,B) ∈ W (R) by aij , bij . The action of torus elements
(t, s)λ on W (R) multiply each coefficient cij by a factor which we denote by w(cij). We have

w(a11) = λ

ts4
1s

2
2
; w(a12) = λ

ts1s2
2
; w(a13) = λs2

ts1
; w(a22) = λs2

1
ts2

2
; w(b11) = λt

s4
1s

2
2
. (48)

If (A,B) ∈ W (Z) satisfies either a11 = b11 = 0, or a11 = a12 = a13 = 0, or a11 = a12 = a22 = 0, then
(A,B) is not generic (in the first case, A and B have a common rational zero, implying that the
quartic ring corresponding to them is not an integral domain; in the second case, we have det(A) = 0
implying that the cubic resolvent ring is not an integral domain). Thus, for (t, s1, s2)λB ∩W (Z)gen

to be nonempty, we must have w(b11) ≫ 1, w(a13) ≫ 1 and w(a22) ≫ 1 (which in turn implies that
w(cij) ≫ 1 for all cij other than a11 and a12). These weight conditions will be used to constrain
the ranges of s1 and s2 in terms of t and λ.

We obtain bounds on (46) using two methods. In the first method, we use the trivial bound
N(k) ≪ϵ |k|1/2+ϵ. This yields the estimate

w
(1)
X (A,B) ≪ϵ R1R2(X/Y )1/4+ϵ ≪ϵ

X7/12+ϵ

Y 3/4 ,

where we are using the bound on |g(r1, r2)| from (47). Therefore, using Proposition 4.6 to bound
the number of generic elements in (t, s)λB ∩W (Z), we obtain∑

(A,B)∈(t,s)λB∩W (Z)mg

w
(1)
X (A,B) ≪ϵ X7/12+ϵY −3/4(λ12 + λ11ts4

1s
2
2 + λ10t2s5

1s
4
2
)

≪ X7/12+ϵ
(
Y 1/4 + ts4

1s
2
2Y

1/6 + t2s5
1s

4
2Y

1/12
)
.

Noting that we have Z ≪ Y 1/6, and integrating this over t, s, and λ yields∫
λ≍Y 1/12

t≍Z1/2
s1,s2≫1

( ∑
(A,B)∈(t,s)λB∩W (Z)mg

w
(1)
X (A,B)

)d×sd×td×λ

s6
1s

6
2t

2 ≪ϵ X7/12+ϵ
(Y 1/4

Z2 + Y 1/6

Z
+ Y 1/12

)
≪ X7/12+ϵY 1/4.

(49)

Since Y ≪ X2/3, we are already at the border of what is needed.
Our second method is based on the following idea. As A, B, r1, and r2 vary, the value of

g(r1, r2) = 4 det(Ar1 + Br2) should equidistribute. That would mean that our estimate N(k) ≪ϵ

|k|1/2+ϵ is inefficient most of the time. (For example, when k is squarefree, we have N(k) = 1!) To
realize this idea, we fiber first over r1 and r2, then over possible values of k = 4 det(Ar1 +Br2) (with
each k weighted by N(k)). For each triple (r1, r2, k), we count the number of possible matrices
Ar1 +Br2 with determinant k/4 (using, crucially, [41, Theorem 4.8]). Finally, for fixed r1, r2, and
Ar1 +Br2, we estimate the number of (A,B): Namely, we bound by considering∑

(A,B)
w

(1)
X (A,B) =

∑
(A,B)

∑
(r1,r2)

N(4 det(Ar1 +Br2))

=
∑

(r1,r2)

∑
k

N(k)
∑

C∈S(Z)
4| det(C)|=k

#{(A,B) : Ar1 +Br2 = C}.

There are ≪ R1R2 choices for the pair (r1, r2), and from the last bound in (47), k ranges
0 ̸= |k| ≪ X1/2/Y 1/2. We estimate the number of C = Ar1+Br2 with det(C) = k/4 as follows: Let
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S denote the space of 3×3 symmetric matrices. Let B′ ⊂ S(R) be a bounded set of 3×3-symmetric
matrices. Let k ̸= 0 be any fixed integer. For T > 0, we write

Nk(s1, s2;T ) :=
{
C ∈ (s1, s2)TB′ ∩ S(Z) : 4 det(C) = k

}
;

Then we have the following result proved in [41, Theorem 4.8].

Proposition 7.5 For a real number T > 1 and integer k ̸= 0, we have

Nk(s1, s2;T ) ≪ϵ (s3
1 + s3

2)T 3+ϵ + s4
1s

5
2T

2+ϵ,

independent of k.

Note that for (A,B) ∈ (t, 1, 1)λB, and r1 ≪ R1 and r2 ≪ R2, the coefficients of r1A + r2B
are ≪ X1/6/Y 1/6. Therefore, the number of integral symmetric matrices C = r1A + r2B, with
(A,B) ∈ (t, s)λB satisfying 4 det(C) = k, is

≪ϵ (s3
1 + s3

2)X
1/2+ϵ

Y 1/2 + s4
1s

5
2
X1/3+ϵ

Y 1/3 .

The number of choices for the coefficients b11, b12, a13, a22, a23, and a33 of (A,B) ∈ (t, s)λB ∩
W (Z)mg is ≪ Y 1/2/Z, since the ranges of these coefficients are all ≫ 1. The condition r1r2 ̸= 0
implies that the choice of these coefficients, along with Ar1 +Br2 determines (A,B). Putting this
together and applying Lemma 7.4, we obtain

∑
(A,B)∈(t,s)λB∩W (Z)mg

w
(1)
X (A,B) ≪ϵ R1R2

X1/2

Y 1/2

(
(s3

1 + s3
2)X

1/2+ϵ

Y 1/2 + s4
1s

5
2
X1/3+ϵ

Y 1/3

)Y 1/2

Z

= (s3
1 + s3

2)X
4/3+ϵ

Y Z
+ s4

1s
5
2
X7/6+ϵ

Y 5/6Z
.

Integrating this over t, s, and λ yields∫
λ≍Y 1/12

t≍Z1/2
s1,s2≫1

( ∑
(A,B)∈(t,s)λB∩W (Z)mg

w
(1)
X (A,B)

)d×sd×td×λ

s6
1s

6
2t

2 ≪ϵ
X4/3+ϵ

Y Z2 + X7/6+ϵ

Y 5/6Z2 ≪ X4/3+ϵ

Y
. (50)

We combine (49) and (50) to obtain∫
λ≍Y 1/12

t≍Z1/2
s1,s2≫1

( ∑
(A,B)∈(t,s)λB∩W (Z)mg

w
(1)
X (A,B)

)d×sd×td×λ

s6
1s

6
2t

2 ≪ϵ Xϵ min{X7/12Y 1/4,
X4/3

Y
}

≤ X11/15+ϵ,

(51)

which is sufficiently small.

Bounding the contribution of w(2)
X (A,B)

As before, let X, Y , and Z be fixed, and take λ ≍ Y 1/12, t ≍ Z1/2, and s1, s2 ≫ 1. Set s = (s1, s2),
and consider (A,B) ∈ (t, s)λB ∩W (Z)mg

M2
. We have

w
(2)
X (A,B) =

∑
|r|≪R2

N(4 det(B)r3). (52)
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Fiber over r (going up to R2 in size), and d = det(B) (going up to Y 1/4Z3/2 in size). For each fixed
d, the number of choices for B is

≪ϵ (s3
1 + s3

2)Y 1/4+ϵZ3/2 + s4
1s

5
2Y

1/6+ϵZ

from Proposition 7.5. Meanwhile, the number of choices for A is bounded depending on the ranges
of s1 and s2. If w(a11) ≫ 1, then there are ≪ Y 1/2/Z3 choices for A; if w(a11) < 1 but w(a12) ≫ 1,
then there are ≪ Y 1/2/Z3 · w(b11)/w(a11) choices for A; if w(a11) < 1 and w(a12) < 1, then there
are ≪ Y 1/2/Z3 · w(b11)w(b12)/(w(a11)w(a12)) choices for A. Here, we are allowed to multiply by
w(b11) and w(b12) since they are both ≫ 1. This implies that the number of choices for A is
≪ Y 1/2/Z. Therefore, applying Lemma 7.4, we have∑

(A,B)∈(t,s)λB∩W (Z)mg

∑
|r|≪R2

N(4 det(B)r3) ≪ϵ XϵR2
2Y

3/4Z1/2((s3
1 + s3

2)Y 1/4Z3/2 + s4
1s

5
2Y

1/6Z
)

= X1/3+ϵ
(
(s3

1 + s3
2)Y 1/2Z + s4

1s
5
2Y

5/12Z1/2
)
.

Integrating this over s, t, and λ, and using the bound Y ≪ X2/3 implies that we have∫
λ≍Y 1/12

t≍Z1/2
s1,s2≫1

( ∑
(A,B)∈(t,s)λB∩W (Z)mg

w
(2)
X (A,B)

)d×sd×td×λ

s6
1s

6
2t

2 ≪ϵ X
2/3+ϵ, (53)

which is sufficiently small.

7.4 Bounding the contribution of w
(3)
X using a uniform Ekedahl sieve

Finally, we obtain upper bounds on∑
(A,B)∈(t,s)λB∩W (Z)mg

M2

w
(3)
X (A,B) =

∑
(A,B)∈(t,s)λB∩W (Z)mg

M2

∑
|r|≪R1

N(4 det(A)r3). (54)

This is the region from which we expect the biggest contribution. In the previous estimates (51)
and (53) we had R2 ≫ 1 which implies Y ≪ X2/3. Thus, in particular we already have M1 ≫ X1/6

and did not need any savings from M2. In this final term (54), the situation is very different. In
particular, we have to consider values of Y going all the way up to X, in which case all our savings
will come from M2.

Our strategy to bound (54) is similar to our previous methods. We fiber over r (going up
to R1) and a = 4 det(A) (going up to Y 1/4/Z3/2). As before, once a ̸= 0 is fixed, the number of A
that can arise with 4 det(A) = a is bounded in Proposition 7.5 by

(s3
1 + s3

2)Y
1/4+ϵ

Z3/2 + s4
1s

5
2
Y 1/6+ϵ

Z
.

Once A has been fixed (with 4 det(A) = a), we bound the number of possible B’s with (A,B) ∈
(t, s)λB ∩ W (Z)mg

M2
using the Ekedhal sieve, as developed in [11]. The first thing we note is that

if p | A for some prime p, then (A,B) is not maximal for any B. Therefore, we can assume that
the Fp-rank of A is 1, 2, or 3 for every prime p. Suppose first that p | a = det(A), implying that
the Fp-rank of A is 1 or 2. In this case, the condition p2 | ∆(A,B) for mod p reasons is at least
a codimension 1 condition on B. Moreover, it is easy to see that the polynomial cutting out this
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condition involves one of the coefficients b22, b23, and b33. Next suppose that p ∤ a. In this case,
the condition p2 | ∆(A,B) for mod p reasons is a codimension 2-condition on B, and we may apply
the Ekedahl sieve from [11, Proof of Theorem 3.3] without change. In other words, we proceed as
follows. We have fixed A with 4 det(A) = a. We are interested in counting the number of B’s in
a certain domain such that m2 divides the discriminant of (A,B) for mod m reasons, where m is
squarefree and m > M2. We fiber over the possible values m′ of the gcd of a and m. Each such m′

imposes a mod-m′ condition on one of b22, b23, and b33 (the smallest range of which is that of b22).
Moreover, there must exist an m′′ ≥ M2/m

′ which imposes a mod-m′′ codimension-2 condition on
B (involving b33). Carrying this out, we obtain

#
{
B : (A,B) ∈ (t, s)λB ∩W (Z)mg

M2

}
≪ϵ Xϵ

∑
m′|a

|µ(m′)|=1

w(b11)w(b12)w(b13)max
(w(b22)

m′ , 1
)
w(b23)max

( w(b33)
max(M2/m′, 1) , 1

)

≤ Xϵ
∑
m′|a

|µ(m′)|=1

(λ6t6

M2
+ λ5t5s−2

1 s−4
2

m′ + λ5t5s−2
1 s2

2
max(M2/m′, 1) + λ4t4s−4

1 s−2
2

)

≪ϵ Xϵ
(Y 1/2Z3

M2
+ s−2

1 s2
2Y

5/12Z5/2
)
.

Combining the above discussion with the bound∑
a≪Y 1/4/Z3/2

∑
r≪R1

N(ar3) ≪ϵ X
ϵR2

1Y
1/4/Z3/2

implied by Lemma 7.4, we obtain∑
(A,B)∈(t,s)λB∩W (Z)mg

M2

∑
0̸=|r|≪R1

N(4 det(A)r3)

≪ϵ XϵR
2
1Y

1/4

Z3/2

(
s3

1s
3
2
Y 1/4

Z3/2 + s4
1s

5
2
Y 1/6

Z

)(Y 1/2Z3

M2
+ s−2

1 s2
2Y

5/12Z5/2
)

= Xϵ
(s3

1s
3
2X

1/3Y 1/2Z

M2
+ s4

1s
5
2
X1/3Y 5/12Z3/2

M2
+ s1s

5
2X

1/3Y 5/12Z1/2 + s2
1s

7
2X

1/3Y 1/3Z
)
.

Recall that we always have Z ≪ Y 1/6 and R1 ≫ 1. The latter condition implies Z1/2 ≫
Y 1/4/X1/6. Multiplying the last summand in the above displayed equation by 1 ≪

√
w(a22) ≍

s1s
−1
2 Y 1/12Z−1/2, and integrating over λ, t, and s yields∫

λ≍Y 1/12

t≍Z1/2
s1,s2≫1

( ∑
(A,B)∈(t,s)λB∩W (Z)mg

∑
|r|≪R1

N(4 det(A)r3)
)d×sd×td×λ

s6
1s

6
2t

2

≪ϵ
X1/3+ϵY 1/2

M2
+ X1/3+ϵY 5/12

Z1/2

≪ϵ
X1/3+ϵY 1/2

M2
+X1/2+ϵY 1/6.

(55)

We are now ready to prove the main result of this section.
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Proof of Theorem 3: Combining (51), (53), and (55) yields∫
λ≍Y 1/12

t≍Z1/2
s1,s2≫1

( ∑
(A,B)∈(t,s)λB∩W (Z)mg

M2

wX(A,B)
)d×sd×td×λ

s6
1s

6
2t

2 ≪ϵ
X1/3+ϵY 1/2

M2
+X1/2+ϵY 1/6 +X11/15+ϵ.

From Proposition 7.1, (43), and summing the above equation over Y and Z in the dyadic ranges
Y ≤ X/M2

1 and Z ≪ Y 1/6, we obtain

N(X;M1,M2) ≪ϵ
X5/6+ϵ

M1M2
+ X2/3+ϵ

M
1/3
1

+X11/15+ϵ.

Finally, applying (38) completes the proof of Theorem 3. 2

8 Proofs of the main results

In this section, we prove our main results.

8.1 Summing large and locally well approximated functions over PGL2(Z)\V (Z)
In this section, we prove the following result.

Theorem 8.1 Let ϕ be a large and locally well approximated function. Then, for i ∈ {0, 1, 2+, 2−},
we have

N (i)(ϕ,X) = M
(i)
5/6(ϕ)X5/6 +M

(i)
3/4(ϕ)X3/4 +Oϵ(X3/4−1/3804+ϵ).

We assume that ϕ is fixed (and suppress the dependence on this constant in all the error terms in
this section).
Proof: The proof of this result combines the methods and results of §4, §6, and §7, and is carried
out in the following steps.
Step 1: Cutting off the tail. We begin by noting that for f ∈ V (Z)\{∆ ̸= 0}, we have

ϕ(f) =
∏
p

ϕp(f) =
∑
n≥1

ϕ(n; f), where ϕ(n; f) :=
∏

pk∥n

ϕ(k)
p (f).

The function ϕ(n; ·) is defined modulo n2 and supported on the set of elements f ∈ V (Z) with
n2 | C∆(f) for a fixed positive integer C. Let δ > 0 be a constant to be optimized later. Applying
the uniformity estimate in Theorem 3, we obtain∑

n≥X1/12+δ

N (i)(ϕ(n; ·);X) ≪ϵ X
3/4−δ+ϵ +X3/4−1/60+ϵ, (56)

since ∑n≥1 |ϕ(n, f)| ≤
∑

n2|∆(f) 1 ≪ϵ |∆(f)|ϵ. As in §4, set Y := X1/6. Combining (12) and (56),
we have

N (i)(ϕ;X) = 1
σiVol(G0)

∑
n<X1/12+δ

I(ϕ(n; ·), Y ) +Oϵ(X3/4−δ+ϵ +X3/4−1/60+ϵ)

= 1
σiVol(G0)

∑
n<X1/12+δ

(
I(1)(ϕ(n; ·), Y ;κ) + I(2)(ϕ(n; ·), Y ;κ)

)
+Oϵ(X3/4−δ+ϵ +X3/4−1/60+ϵ),

(57)
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for some 0 < κ < 1/4 to be chosen later, where the quantities I(·, Y ) and I(i)(·, Y ;κ) are defined in
(15) and (16), respectively. We refer to the sum over I(1)(ϕ(n; ·), Y ;κ) as the main ball contribution
to N (i)(ϕ;X) and to the sum over I(2)(ϕ(n; ·), Y ;κ) as the cuspidal contribution.

Step 2: Estimates for the main ball. Part 1: n has large squarefree part. Let n < X1/12+δ

be a positive integer. Denote the squarefree part of n by n1. We use the bounds on the Fourier
coefficients of ϕ(n; ·) obtained in Proposition 6.8 to estimate the quantity

Nn(S(i);Y, (u, t), ϕ) :=
∑

f∈Y (u,t)S(i)∩V (Z)

ϕ(n; f)

for u ∈ [−1/2, 1/2] and t ≫ 1. Note that we have (u, t)S(i) = (t) · ((u/t2, 1) · S(i)), and that u/t2 is
absolutely bounded.

Let η > 0 be a sufficiently small real number, to be optimized later. Define the set S♯ ⊂
S := (u/t2, 1)S(i) to be the (compact) set of elements v ∈ Rn such that |v−w| ≥ η for all elements
w in the boundary of S. Define the set S♭ ⊃ S to be the (open) set of elements v ∈ Rn such that
|v−w| < η for some w in S, the closure of S. Then there exist C∞ functions Ψ♯ := Ψ♯

S,η : Rn → R≥0

and Ψ♭ := Ψ♭
S,η : Rn → R≥0 satisfying the following properties.

(a) The function Ψ♯ is 1 in a neighbourhood of S♯ and its support is contained in S.

(b) The function Ψ♭ is 1 in a neighbourhood of S and its support is contained in S♭.

(c) The partial derivatives of Ψ♯ and Ψ♭ satisfy the following bounds:

|∂α(Ψ♯)|, |∂α(Ψ♭)| ≪S,α η
−|α|.

(d) The Fourier transforms of Ψ♯ and Ψ♭ satisfy the following bounds:

|Ψ̂♯(w)|, |Ψ̂♭(w)| ≪M min
(
1, (η|w|)−M),

for M > 0.

Properties (a), (b), and (c) are consequences of [32, Theorem 1.4.1, Equation (1.4.2)]. Property (d)
is a standard consequence of Property (c). Furthermore, since u/t2 is absolutely bounded, the
above error terms are independent of u. Define the auxilliary counting functions

N ♯
n(S;Y, (t), ϕ) :=

∑
f∈V (Z)

Ψ♯
((t)−1f

Y

)
ϕ(n; f),

N err
n (S;Y, (t), ϕ) :=

∑
f∈V (Z)

(Ψ♭ − Ψ♯)
((t)−1f

Y

)
|ϕ(n; f)|,

and note that we have

Nn(S(i);Y, (u, t), ϕ(n; )) = N ♯
n(S;Y, (t), ϕ) +O(N err

n (S;Y, (t), ϕ)). (58)

We use twisted Poisson summation to write

N ♯
n(S;Y, (t), ϕ) = Y 5 ∑

w∈V ∗(Z)
Ψ̂♯
((t) · Y w

n2

)
ϕ̂(n; ·)(w).
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From Property (d) of the function Ψ♯, it follows that, up to negligible error, we can restrict the
above sum to w = (a, b, c, d, e) ∈ V ∗(Z) satisfying

|a| ≪ϵ
t4n2

ηY 1−ϵ
; |b| ≪ϵ

t2n2

ηY 1−ϵ
; |c| ≪ϵ

n2

ηY 1−ϵ
; |d| ≪ϵ

n2

ηt2Y 1−ϵ
; |e| ≪ϵ

n2

ηt4Y 1−ϵ
.

Indeed, for the rest of the w’s, we obtain the necessary saving from the superpolynomial decay of
Ψ̂♯. Hence, upto a negligible error, we have

|N ♯
n(S;Y, (t), ϕ) − ν(ϕ(n; ))Ψ̂♯(0)Y 5| ≪ϵ η−5t6X5/6+10δ+ϵ · ν(ϕ(n; ))

n1
,

|N err
n (S;Y, (t), ϕ) − ν(|ϕ(n; )|)(Ψ̂♭(0) − Ψ̂♯(0))Y 5| ≪ϵ η−5t6X5/6+10δ+ϵ · ν(|ϕ(n; )|)

n1
,

(59)

where we use Corollary 6.8 to estimate ϕ̂(n; ) and ̂|ϕ|(n; ). Let χn2 denote the characteristic function
of the set of elements f such that n2 | ∆(f), and note that some bounded constant multiple of
χn2/(c,n2) dominates |ϕ(n; )|, for some positive integer c determined by ϕ. Combining (58) and (59),
we obtain

Nn(S(i);Y, (t), ϕ) = ν(ϕ(n; ))Vol(S(i))X5/6

+O
(
ν(χn2)ηX5/6)+Oϵ

(
t6η−5 ν(χn2)

n1
X5/6+10δ+ϵ

)
.

Finally, integrating the left hand side of the above equation over u and t, we obtain the following
estimate for I(1)(ϕ(n; ), Y ;κ):

I(1)(ϕ(n; ·), Y ;κ) = ν(ϕ(n; ·))Vol(S(i))X5/6
∫

t≥
4√3√

2

∫
u∈N(t)

ψ1
( t

Y κ

)
du
d×t

t2

+O
(
ν(χn2)ηX5/6)+Oϵ

(
η−5 ν(χn2)

n1
X5/6+10δ+2κ/3+ϵ

)
.

(60)

Step 3: Estimates for the main ball. Part 2: n has small squarefree part. When n has
small squarefree part, we simply use (18) to write

I(1)(ϕ(n; ·), Y ;κ) = ν(ϕ(n; ·))Vol(S(i))X5/6
∫

t≥
4√3√

2

∫
u∈N(t)

ψ1
( t

Y κ

)
du
d×t

t2

+supp(ϕ(n; ))O
(X2/3+κ/3

n8 + X1/2+2κ/3

n6 +X2κ/3
)
.

= ν(ϕ(n; ·))Vol(S(i))X5/6
∫

t≥
4√3√

2

∫
u∈N(t)

ψ1
( t

Y κ

)
du
d×t

t2

+O
(
n2ν(χn2)X2/3+κ/3 + n4ν(χn2)X1/2+2κ/3 + n10ν(χn2)X2κ/3

)
.

(61)

Step 4: Estimates for the main ball. Part 3: Summing over n. Write n = n1n
2
2m3, where

n1, n2, and m3 are pairwise coprime, n1 and n2 are squarefree, and m3 is cubefull. Fix θ > 0 to be
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optimized later. We sum I(1)(ϕ(n; ·), Y ;κ) over 1 ≤ n < X1/12+δ, using (60) when n1 > X1/12−θ

and using (61) when n1 ≤ X1/12−θ. This yields∑
1≤n<X1/12+δ

I(1)(ϕ(n; ·), Y ;κ) = ν(ϕ)Vol(S(i))X5/6
∫

t≥
4√3√

2

∫
u∈N(t)

ψ1
( t

Y κ

)
du
d×t

t2
+Oϵ(error), (62)

where the error term is given by

error =
∑

n<X1/12+δ

n1>X1/12−θ

(
ν(χn2)ηX5/6 + η−5 ν(χn2)

n1
X5/6+10δ+2κ/3+ϵ

)

+
∑

n<X1/12+δ

n1≤X1/12−θ

(
n2ν(χn2)X2/3+2κ/3 + n4ν(χn2)X1/2+2κ/3 + n10ν(χn2)X2κ/3

)

+ Xϵ
∑

n≥X1/12+δ

ν(χn2)X5/6.

From Proposition 6.1, we have the bound ν(χn2) ≪ n−2
1 n−4

2 m
−3/2
3 logn. Using this, we

bound the first summand of the first line in the error as being ≪ϵ

ηX5/6+ϵ
∑

n1>X1/12−θ

n−2
1

∑
n2

2≪ X1/12+δ

n1

n−4
2

∑
m3≪ X1/12+δ

n1n2
2

m
−3/2
3 ≪ ηX3/4+θ+ϵ. (63)

Similarly, the second summand in the first line is ≪ϵ

η−5X5/6+10δ+2κ/3+ϵ
∑

n1>X1/12−θ

n−3
1

∑
n2

2≪ X1/12+δ

n1

n−4
2

∑
m3≪ X1/12+δ

n1n2
2

m
−3/2
3 ≪ η−5X2/3+2θ+10δ+2κ/3+ϵ.

To bound the three summands in the second line, we note that ∑m<M mα = O(Mα+1/3) for α > 0,
where in the sum m runs through all cubefull numbers less than M . Thus, the three summands
are respectively ≪ϵ

X2/3+κ/3+ϵ
∑

n1≤X1/12−θ

∑
n2

2≪ X1/12+δ

n1

∑
m3≪ X1/12+δ

n1n2
2

m
1/2
3 ≪ϵ X3/4−θ/6+5δ/6+κ/3+ϵ,

X1/2+2κ/3+ϵ
∑

n1≤X1/12−θ

n2
1

∑
n2

2≪ X1/12+δ

n1

n4
2

∑
m3≪ X1/12+δ

n1n2
2

m
5/2
3 ≪ϵ X3/4−θ/6+17δ/6+2κ/3+ϵ,

X2κ/3 ∑
n1≤X1/12−θ

n8
1

∑
n2

2≪ X1/12+δ

n1

n16
2

∑
m3≪ X1/12+δ

n1n2
2

m
17/2
3 ≪ϵ X3/4−θ/6+53δ/6+2κ/3+ϵ.

(64)

Finally, the last line in the error term is ≪ X3/4−δ+ϵ.
Optimizing, we pick η = X−1/72+θ/6+5δ/3+κ/9 and θ = 1/96 + 43δ/8 + 5κ/12 to obtain

I(1)(ϕ, Y ;κ) = ν(ϕ)Vol(S(i))X5/6
∫

t≥
4√3√

2

∫
u∈N(t)

ψ1
( t

Y κ

)
du
d×t

t2

+Oϵ

(
X3/4−1/576+83δ/24+5κ/72+ϵ +X3/4−δ+ϵ

)
.

(65)
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Step 5: Estimates for the cusp. Part 1: n is large. We begin with the following result:

Lemma 8.2 Let 1 ≤ F0, F1, F2, F3, F4 be real numbers, and let BF⃗ denote the set of elements
f(x, y) = f0x

4 + f1x
3y + f2x

2y2 + f3xy
3 + f4y

4 ∈ V (R) such that −Fi ≤ fi ≤ Fi for each i ∈
{0, 1, 2, 3, 4}. For a positive integer n, we have

#
{
f ∈ V (Z)gen ∩BF⃗ : a(f)b(f) ̸= 0, n2 | ∆(f)

}
≪ϵ n

ϵν(χn2)M(F⃗ , n), (66)

where M(F⃗ , n) := F0F1(max(F2, n
2)max(F3, n

2)max(F4, n
2))

Proof: For a ring R, and fixed elements a ∈ R and b ∈ R, let V (R)a,b denote the set of elements
f ∈ V (R) with a(f) = a and b(f) = b. For m ≥ 1 with prime factorization m = pk1

1 · · · pkℓ
ℓ , let

νa,b(χm2) denote the density in V (Ẑ)a,b of the set of elements f ∈ V (Ẑ)a,b with m2 | ∆(f). It is
clear that we have

νa,b(χm2) =
ℓ∏

i=1
νa,b(χp

2ki
i

).

Let p be a prime. If λ and r are elements of Z×
p , and f ∈ V (Zp), then ∆(f(x, y)) = ∆(λf(x, ry)). As

a consequence, it follows that for any k ≥ 1, we have νa,b(χpk) = νa′,b′(χpk) as long as vp(a) = vp(a′)
and vp(b) = vp(b′). Therefore, for nonzero elements a and b of Zp, we have the bound

νa,b(χpk) ≪ ν(χpk)vp(a)vp(b).

Returning to the sets BF⃗ , we simply fiber over a and b with ab ̸= 0, and note that the LHS
of (66) is equal to ∑

1≤|a|≤F0

∑
1≤|b|≤F1

#
{
f ∈ V (Z)gen

a,b ∩BF⃗ : n2 | ∆(f)
}

≪
∑

1≤|a|≤F0

∑
1≤|b|≤F1

νa,b(χn2)max(F2, n
2)max(F3, n

2)max(F4, n
2)

≪
∑

rad(da)|n
rad(db)|n

∑
|a|≤F0, |b|≤F1

da|a, db|b

dadbν(χn2)max(F2, n
2)max(F3, n

2)max(F4, n
2)

≪
∑

da≤F0,db≤F1
rad(da)|n, rad(db)|n

ν(χn2)M(F⃗ , n)

≪ϵ nϵν(χn2)M(F⃗ , n),

as necessary. 2

Pick θ > 0 to be optimized later (this θ is of course independent of the θ which was optimized
in the previous step). Let n be an integer such that X1/12−θ ≤ n < X1/12+δ. We use Proposition 8.2
(and Lemma 4.3 for the elements f with b(f) = 0) to write

I(2)(ϕ(n; ·), Y ;κ) ≪ϵ X
2/3 +

∫
Y κ≪t≪Y 1/4

nϵν(χn2)Y
2

t6
max(Y, n2)max(t2Y, n2)max(t4Y, n2)d

×t

t2
.

(67)
Suppose first that n < X1/12. Then we have Y ≥ n2, and so the integral in the equation above is
≪ X5/6−κ/3+ϵν(χn2). Next suppose that n ≥ X1/12. We will finally choose κ ≥ 6δ, and assume
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this now. In that case, we have t2Y ≫ n2. Thus the integral is ≪ X3/4−κ/3+ϵn2ν(χn2). Summing
this over X1/12−θ ≤ n < X1/12+δ therefore yields

X1/12+δ∑
n=X1/12−θ

I(2)(ϕ(n; ·), Y ;κ) ≪ϵ X2/3+ϵ +X5/6−κ/3+ϵ
X1/12∑

n=X1/12−θ

ν(χn2)

+X3/4−κ/3+ϵ
X1/12+δ∑
n=X1/12

n2ν(χn2)

≪ϵ X2/3+ϵ +X3/4+θ−κ/3+ϵ +X3/4+δ−κ/3+ϵ.

(68)

Above, we estimate the sums over n of ν(χn2) and n2ν(χn2) just as in (63) and (64), respectively.
Moreover, the contribution of X2/3 in (67) comes from Lemma 4.3, which bounds the number of
relevant forms f(x, y) with b(f) = 0. When summed over n, each such form is counted at most
Oϵ(Xϵ) times, with a weight bounded by 1. Thus the sum over of the error term from Lemma 4.3
can be bounded by Oϵ(X2/3+ϵ) as stated.

Step 6: Estimates for the cusp. Part 2: n is small. Let n ≤ X1/12−θ be a fixed positive
integer. We use (22) to write I(2)(ϕ(n; ·), Y ;κ) as a sum of two main terms along with an error
that is ≪ϵ

X2/3+ϵ + X2/3

n6

∑
0 ̸=|a|≪Y 1−4κ

supp(ϕ(n; ·), a)
|a|

≪ϵ X
2/3+ϵ + X2/3

n6

∑
0̸=|a|≪Y 1−4κ

supp(χn2 , a)
|a|

. (69)

Let q = pk be a prime power. We know that supp(χq2 , a) = supp(χq2 , b) if the valuations of a and
b at p are the same. It follows that if pℓ ∥ a for ℓ ≤ 2k, then we have

supp(χq2 , a) ≪
supp(χq2)
q2k−ℓ

=
supp(χq2)

q2k
· (a, q2),

which, by the Chinese remainder theorem, implies that we have

supp(χn2 , a) ≪ϵ
supp(χn2)
n2−ϵ

(a, n2).

Hence, we have ∑
0̸=|a|≪Z

supp(χn2 , a)
|a|

≪
∑
d|n2

∑
0̸=|a|≪Z
(a,n2)=d

supp(χn2 , a)
|a|

≪ϵ
supp(χn2)
n2−ϵ

∑
d|n2

∑
0̸=|a|≪Z

d|a

d

|a|

≪ϵ
supp(χn2)
n2−ϵ

Zϵ.

Therefore, the error term in (69), summed up over n < X1/12−θ, is ≪ϵ

X3/4−θ+ϵ +X2/3+ϵ
∑

n<X1/12−θ

m
1/2
3 ≪ X3/4−θ+ϵ.
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Optimizing, we pick θ = κ/6. Combining this with (68) yields

I(2)(ϕ, Y ;κ) = ν(ϕ)Vol(S(i))X5/6
∫

t>0
ψ2
( t

Y κ

)
t−2d×t

+1
4
(
D+(ϕ, 1/2)V+(S(i)) +D−(ϕ, 1/2)V−(S(i))

)
+Oϵ(X3/4−κ/6+ϵ +X3/4+δ−κ/3+ϵ).

(70)

Step 7: Putting it all together. Combining (57), (65), and (70), we obtain

N (i)(ϕ,X) = 1
σiVol(G0)

(
ν(ϕ)Vol(F)Vol(S(i)))X5/6 + 1

4
∑
◦=±

D◦(ϕ, 1/2)V◦(S(i))X3/4
)

+Oϵ(X3/4−δ+ϵ +X3/4−1/576+83δ/16+5κ/72+ϵ +X3/4−κ/6+ϵ +X3/4+δ−κ/3+ϵ).

Optimizing, we pick κ = 6δ and δ = 1/3804 to bound the error term by Oϵ(X3/4−1/3804+ϵ), thereby
obtaining the result. 2

8.2 Computing the primary and secondary terms

We begin with the following Jacobian change of variables formula proved in [14, Proposition 3.11].
Let ω be a generator of the rank-1 module of top degree differentials of PGL2 over Z. Let dv be
Euclidean measure on V . Then we have

Proposition 8.3 ([14]) Let F be R, C, or Qp for some prime p. Let R be an open subset of
F × F , and let s : R → V (F ) be a continuous function such that the invariants of sI,J := s(I, J)
are I and J . Then for any measurable function ϕ : V (F ) → R, we have∫

v∈PGL2(F )·s(R)
ϕ(v)dv =

∣∣∣ 1
27
∣∣∣ ∫

R

∫
PGL2(F )

ϕ(g · sI,J)ω(g)dIdJ,

where we regard PGL2(F ) · s(R) as a multiset and | · | denotes the absolute value of elements in F .

Next, we evaluate the quantities V±(S(i)) defined in §4 by

V±(S(i)) :=
∫

±s>0

Vol(S(i)|s)
|s|1/2 ds,

where S(i) = S
(i)
1 = G0R

(i)
1 . To this end, we have the following lemma.

Lemma 8.4 Let F be R or Qp for some prime p. Let f ∈ V (K)\{∆ = 0} be an F -soluble binary
quartic form with invariants I(f) = I and J(f) = J , and denote EIJ by E. Then we have∫

(x,z)∈Cf (F )

dx

|z|
=
∫

(x,y)∈E(F )

dx

|y|
,

where Cf : z2 = f(x, 1) is the genus-1 curve corresponding to f .
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Proof: By assumption, f is soluble over F , which implies Cf (F ) is nonempty and hence contains
some point Q. Since Cf is a trivial principal homogeneous space for E over F , it follows that E(F )
has a simple transitive action on Cf (F ). The map ϕQ : E(F ) → Cf (F ), sending P to P (Q) is
a bijection. For the purpose of proving the lemma, it is enough to show that the Jacobian of ϕQ

(with respect to the measures dx/z and dx/y on Cf (F ) and E(F ), respectively), is equal to 1.
Let ϕQ : E(F ) → Cf (F ) be the map sending P to P (Q), where F is the algebraic closure

of F . The Jacobians of ϕQ and ϕQ are clearly equal. We now prove that the Jacobian of ϕQ

is 1, as follows: first, by replacing f by a PGL2(F )-translate, if necessary, we may assume that
f(x, y) = x3y − I/3xy3 − J/27y4. In this case, the curve Cf (F ) can be naturally identified with
E(F ) by sending (x, z) to (x, y). Under this identification, we simply have ϕQ(P ) = P +Q, which
has Jacobian 1 as necessary. The lemma follows. 2

Next, we prove the following result.

Proposition 8.5 For i ∈ {0, 1, 2+, 2−}, we have

V+(S(i)) + V−(S(i))
Vol(G0) =

C◦
3/4

27π , (71)

where we take ◦ to be ∆ > 0 when i ∈ {0, 2+, 2−} and ◦ to be ∆ < 0 when i = 1.

Proof: We start with writing

V+(S(i)) + V−(S(i))
Vol(G0) = 1

Vol(G0)

∫
G0·R(i)

1

df√
|a(f)|

= 1
27

∫
fIJ ∈R

(i)
1

∫
γ∈G0

1√
|a(γ · fIJ)|

dγdIdJ

= 1
27

∫
fIJ ∈R

(i)
1

∫
θ∈K

1√
|a(θ · fIJ)|

dθdIdJ,

(72)

where the first equality follows from the definition of S(i) = G0 · R(i)
1 , the second equality from a

direct application of Proposition 8.3, and the third from the fact that the left hand side of (71) is
independent of the right K-invariant set G0; this last fact is deduced from the fact that the leading
constants of the two terms in the right hand side of (23) must be independent of G0. Above,
as in §4, the measure dθ is Haar-measure on K = SO2(R) normalized to have volume 1. For
f ∈ V (R)\{∆ = 0} with invariants I and J , we compute the innermost integral above to be∫

θ∈K

1√
|a(θ · f)|

dθ = 1
2π

∫ 2π

θ=0

1√
|f(cos(θ), sin(θ))|

dθ

= 1
2π

∫ 2π

θ=0

1
sin2(θ)

√
|f(cotan(θ), 1)|

dθ

= 1
π

∫ ∞

x=−∞

1√
|f(x, 1)|

dx,

using the change of variables x = cotan(θ). Now the set {(x,
√

|f(x, 1)|) : x ∈ R} parametrizes
precisely half of the real points on the two hypperelliptic curves Cf and C−f (the other half being
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parametrized by the set {(x,−
√

|f(x, 1)|) : x ∈ R}). Thus, from Lemma 8.4 and the definition of
Ω̃(I, J) in (2), we have∫

θ∈K

1√
|a(θ · f)|

dθ = 1
π

∫
(x,z)∈Cf

z>0

dx

z
+ 1
π

∫
(x,z)∈C(−f)

z>0

dx

z

= 1
π

∫
(x,y)∈EI,J

y>0

dx

y
+ 1
π

∫
(x,y)∈EI,−J

y>0

dx

y

= 1
π

Ω̃(I, J).

The result now follows immediately from (72) and the definition of C◦
3/4 in (3). 2

It is now possible to compute the values of both V+(S(i)) and V−(S(i)):

Corollary 8.6 We have V±(S(i)) = c±,iVol(G0)C◦
3/4/(27π), where c±,0 = c±,1 = 1/2, c±,2± = 1,

c±,2∓ = 0, and where we take ◦ to be ∆ > 0 when i ∈ {0, 2+, 2−} and ◦ to be ∆ < 0 when i = 1.

Proof: This result is an immediate consequence of Propoposition along with the following identi-
ties:

V±(S(2∓)) = 0; V+(S(0)) = V−(S(0)); V+(S(1)) = V−(S(1)).

The first identity is immediate since every element in R(2+)
1 (resp. R(2−)

1 ), and hence every element
in S(2+) = G0 · R(2+)

1 (resp. S(2−) = G0 · R(2−)
1 ), is positive (resp. negative) definite. The second

identity can be deduced as follows: for i ∈ {0, 1}, the set {−f : f ∈ R(i)} is also a fundamental set
for the action of PGL2(R) on V (R)(i). Hence, as in (72), we have

V+(S(i)) + V−(S(i)) =
∫

G0·R(i)
1

df√
|a(f)|

=
∫

G0·(−R
(i)
1 )

df√
|a(f)|

,

with the contribution from either integral to V±(S(i)) coming from forms f with ±a(f) > 0. Since
a(−f) = −a(f), the result follows. 2

We may now compute the values of M (i)
5/6(ϕ) and M (i)

3/4(ϕ) for large and locally well approx-
imated functions ϕ.

Proposition 8.7 Let i ∈ {0, 1, 2+, 2−}, let j ∈ {0, 1} and let ϕ be a large and locally well approx-
imated function. Then we have

M
(i)
5/6(ϕ) = 2ν(ϕ)ζ(2)

27σi
C◦

5/6;

M
(j)
3/4(ϕ) = D+(ϕ, 1/2) +D−(ϕ, 1/2)

216σjπ
C◦

3/4;

M
(2±)
3/4 (ϕ) = D±(ϕ, 1/2)

108σ2π
C∆>0

3/4 .

As before, we take ◦ to be ∆ > 0 when i ∈ {0, 2+, 2−} or j = 0 and to be ∆ < 0 when i = 1 or
j = 1.
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Proof: The first equality above follows from Proposition 8.3, while the remaining equalities follow
from Corollary 8.6. 2

Theorem 7 follows from Theorem 8.1 and Proposition 8.7. Proposition 8.7 also completes
the proof of Theorem 2 in §4. For Theorem 6, the only remaining pieces are the values of κ5/6(σp)
and κ5/6(σp) for splitting types σp; these are computed in the appendix. Finally, we prove the main
elliptic curve results.
Proof of Theorem 5: Let ϕ : Z2 → R be large and locally approximated. From Theorem 3.4 and
Lemmas 4.2 and 4.5, it follows that we have∑

EAB∈E(X)+

(|Sel2(EAB)| − 1)ϕ(A,B) = N (0)(ψ, 26X) +N (2+)(ψ, 26X) +Oϵ(X2/3+ϵ),∑
EAB∈E(X)−

(|Sel2(EAB)| − 1)ϕ(A,B) = N (1)(ψ, 26X) +Oϵ(X2/3+ϵ),

where ψ : V (Z) → R is defined by ψ(f) = ϕ(A(f), B(f))ℓ(f)/m(f). By Lemma 5.9, it follows that
ψ is large and well approximated, and so we may apply Theorem 8.1 to write the left hand sides of
the above equation as a sum of two main terms along up to a sufficiently small error. Finally, the
fact that the main terms arising from Theorem 8.1 align with the main term claimed in Theorem
5 follows from [14, Theorem 3.1] by simply approximating each ϕp by a finite sum of characteristic
functions. The result follows. 2

Theorem 1 is an immediate consequence of Theorem 5.

A Computations of primary and secondary local densities

Let σp be a splitting type modulo p. We begin by computing the primary density κ5/6(σp).

Lemma A.1 The values of κ5/6(σp) are as given in Table 1.

Proof: To compute the density of integral forms with some fixed splitting type σp, note that this
is the same as the density of elements in V (Fp) with splitting type σp, and that this latter density
can be computed via a simple counting argument. For example, an element in V (Fp) with splitting
type (1111) is determined by four distinct points in P1

Fp
, up to multiplication by an element in F×

p .
There are

(p+1
4
)

such sets of four points, and multiplying by (p−1)/p5 yields the density. The cases
of the other splitting types are similar. 2

Next, let ϕ : V (Z) → R be a large and locally well approximated function via the functions
ϕp : V (Zp) → R. We proved in Corollary 6.6 that D±(ϕ, s) has an analytic continuation to the right
of ℜ(s) = 1/3. Assume that ϕp is invariant under multiplication by units in Zp, i.e., ϕp(f) = ϕp(uf)
for u ∈ Z×

p . Then D±(ϕ, s) has an Euler product expansion:

D±(ϕ, s) =
∑
a>0

ν±a(ϕ)
as

=
∑
a>0

∏
pk∥a

νpk(ϕp)
pks

=
∏
p

Dp(ϕp, s),

where Dp(ϕp, s) := ν1(ϕp) + νp(ϕp)
ps

+
νp2(ϕp)
p2s

+ · · · =
∑
k≥0

νpk(ϕp)
pks

.

We now compute these densities νpk(ϕp) for certain functions ϕp.
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σp κ5/6(σp)

(1111) (p+ 1)(p− 1)2(p− 2)/(24p4)

(112) (p+ 1)(p− 1)2/(4p3)

(13) (p+ 1)2(p− 1)2/(3p4)

(22) (p− 1)2(p+ 1)(p− 2)/(8p4)

(4) (p+ 1)(p− 1)2/(4p3)

(1211) (p+ 1)(p− 1)2/(2p4)

(122) (p+ 1)(p− 1)2/(2p4)

(131) (p+ 1)(p− 1)/p4

(1212) (p+ 1)(p− 1)/(2p4)

(22) (p− 1)2/(2p4)

(14) (p+ 1)(p− 1)/p5

Table 1: Splitting type densities in V (Zp)

Proposition A.2 For a splitting type σ, let χσ : V (Zp) → {0, 1} denote the characteristic function
of the set of elements in V (Zp) having splitting type σ. The values of νpk(χσ) are as given in Table 2.

Proof: Since the set of elements in V (Zp) with a given splitting type is defined modulo p, the
densities associated to χσ can be computed by counting the relevant elements in V (Fp). So for
example, the number of elements f(x, y) ∈ V (Fp) with leading coefficient 1 (resp. leading coefficient
0) and factoring into four distinct linear factors is equal to p(p − 1)(p − 2)(p − 3)/24 (resp. p(p −
1)2(p− 2)/6, leading to the listed values of νa(χ(1111)). The computations for the other unramified
splitting types are similar.

Next consider σ = (1211). An element f(x, y) ∈ V (Zp) has splitting type σ if and only
if the reduction of f modulo p has three distinct roots in P1

Fp
, one of which (say r) is a double

root. Moreover it is easy to see that the resolvent of f is maximal if and only if p2 ∤ f(r̃) for
a lift r̃ of r. As before, the value of ν1(χ(1211)) can be computed via counting roots in Fp to be
p(p − 1)(p − 2)/(2p4), as listed in the table. Since each such element in V (Zp) is maximal with
probability (p−1)/p, the listed value of ν1(χmax

(1211)) is correct. To compute the values of νpk(χσ), we
separate into cases depending on whether the root at infinity is the double root or a single root. In
the former case, we must count elements in V (Fp) of the form αy2(x− r1y)(x− r2y), where α ∈ F×

p

and r1, r2 ∈ Fp are distinct. There are clearly p(p− 1)2/2 such elements, and such a form lifts to a
maximal quartic form in V (Zp) if and only if k = 1. In the latter case, we must count elements in
V (Fp) of the form αy(x− r1)(x− r2)2; there are p(p− 1)2 such elements, and they lift to maximal
elements with probability 1 − 1/p. Adding up the contributions from these cases gives the desired
values. The computations in the other cases are similar, where we also note that a binary quartic
form with splitting type (1212), (22), or (14) is never strongly maximal. 2
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ϕ ν1(ϕ) νp(ϕ) νpk(ϕ), k ≥ 2

χ(1111) (p− 1)(p− 2)(p− 3)/(24p3) (p− 1)2(p− 2)/(6p3) (p− 1)2(p− 2)/(6p3)

χ(112) (p− 1)2/(4p2) (p− 1)2/(2p2) (p− 1)2/(2p2)

χ(13) (p+ 1)(p− 1)/(3p2) (p+ 1)(p− 1)2/(3p3) (p+ 1)(p− 1)2/(3p3)

χ(22) (p+ 1)(p− 1)(p− 2)/(8p3) 0 0

χ(4) (p+ 1)(p− 1)/(4p2) 0 0

χ(1211) (p− 1)(p− 2)/(2p3) 3(p− 1)2/(2p3) 3(p− 1)2/(2p3)

χ(122) (p− 1)/(2p2) (p− 1)2/(2p3) (p− 1)2/(2p3)

χ(131) (p− 1)/p3 2(p− 1)/p3 2(p− 1)/p3

χmax
(1211) (p− 1)2(p− 2)/(2p4) (3p− 2)(p− 1)2/(2p4) (p− 1)3/p4

χmax
(122) (p− 1)3/(2p4) (p− 1)2/(2p3) 0

χmax
(131) (p− 1)2/p4 (2p− 1)(p− 1)/p4 (p− 1)2/p4

(1212) (p− 1)/(2p3) (p− 1)/p3 (p− 1)/p3

(22) (p− 1)/(2p3) 0 0

(14) 1/p3 (p− 1)/p4 (p− 1)/p4

Table 2: Splitting type densities in Va(Zp)
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